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a b s t r a c t
A numerical study is conducted to simulate flow and heat transfer in shallow cooling ponds. 
A depth-integrated CFD model, based on the finite-volume method, is developed and applied to 
calculate detailed velocity and temperature distributions inside the pond. The numerical model is 
validated by comparing results with temperature measurements available for an experimental cool-
ing pond. The model is used to investigate effect of mass flow rate (ṁ) on pond hydrodynamics 
and thermal characteristics for cases of without and with internal baffles. The results show that the 
pressure loss coefficient remains constant, while the pressure drop between pond inlet and outlet 
increases with increasing ṁ. The heat dissipated from the pond at the air–water interface increases 
with ṁ despite the decrease in difference between water inlet and outlet temperatures. The pond 
effective heat-transfer coefficient, pond mean temperature, and water loss by evaporation are deter-
mined as a function of ṁ and relative humidity. The outlet temperature from the pond is determined 
as a function of pond cooling capacity. Streamline plots show that the flow pattern is independent of 
ṁ but is strongly dependent on geometric configuration. A single contour map of normalized speed 
is, therefore, sufficient to describe all speeds inside the pond for different ṁ. It is recommended that ṁ 
should be as high as possible in order to enhance heat transfer from the pond but this would increase 
pumping power of cooling water through condenser tubes in which a compromise must be sought.

Keywords:  Shallow cooling ponds; Heat transfer characteristics; Water evaporation; Depth-integrated 
model; CFD simulation

1. Introduction

The efficiency of industrial plants such as chillers, steam 
power and desalination plants depends strongly on the 
effectiveness of their heat and/or mass rejection systems. 
Reducing the condensing temperature of steam power plants 
and chillers increases turbine work obtained in the former, 
and reduces compressor work and increases refrigeration 
effect in the latter. For desalination plants, effective brine 
discharge reduces adverse impacts on marine environment 
and increases the performance of the plants. Usually for 

power plants and chillers heat is rejected to either water or 
ambient air. Water-cooled condensers are generally preferred 
to air-cooled condensers since they can remove much more 
heat, produce lower condensing temperatures and there-
fore provide higher energy efficiency. Besides, concentrated 
brine exiting from desalination plants is usually diluted 
with natural seawater, power plant cooling waters or munic-
ipal wastewaters [1] in order to reduce its salt content and 
temperature prior to discharge.

There are several methods of heated water and brine dis-
posal from power and desalination plants [1–4]. However, 
the natural and easy way is “the once through method” for 
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which the exited water from the plants is discharged directly 
to the receiving water body.

For seawater desalination plants located in general near 
the coast, the widely used method is to discharge the brine 
back to the sea through pipes or submarine emissaries [5]. 
This once through method is known to be in general effec-
tive but it can generate several additional problems such 
as possible recirculation of the heated and more concen-
trated brine effluents, adverse ecological effects on marine 
environment and non-conformity with the existing envi-
ronmental regulations. In fact, environmental rules and 
regulations are becoming stricter and demanding. González 
et al. [6] reported that recent European environmental leg-
islations oblige plant operators to assume costs associated 
with potential damage of the used disposal methods. On the 
other hand, when the once through method is not used such 
as when a natural water body is not available, operations 
with closed cycle modes are the alternatives. These are either 
cooling towers, cooling ponds, or combination of both [7,8].

Cooling ponds, which are large man-made bodies of 
water open to ambient air, do not need any maintenance and 
can provide recreational, aesthetic, and ecological values 
to the community. Watanabe and Connor [9] reported that 
cooling ponds offer several advantages over cooling tow-
ers including low maintenance, low power requirements, 
esthetic, and less environmental effects. Operations with 
closed cycle modes present several advantages. For instance, 
power and thermal desalination plants use cooling ponds to 
decrease the temperature of the cooling water or the brine 
leaving the plants before discharging it back into the sea. 
Solar evaporation is commonly used for brine disposal espe-
cially for inland reverse osmosis desalination plants in arid 
and semi-arid regions [10].

The performance of cooling ponds depends on a num-
ber of parameters such as the surface area, ambient air 
temperature and humidity, wind speed and direction, solar 
heat gain, water flow rate, and temperature. The pond geo-
metrical configuration and depth are also important. Many 
cooling ponds are shallow thereby allowing good vertical 
mixing. Ahmed et al. [10] reported depths ranging from 
25 to 45 cm as optimal for maximizing the evaporation 
rates. The use of baffles in such ponds to increase the actual 
hydraulic retention time and enhance cooling mechanisms 
has been suggested and considered in several applications 
and studies [1,11]. Lowe [1] noticed that previous studies 
on internal baffles focused on the horizontal positioning of 
the baffles. The author conducted an experimental investi-
gation using vertical and underflow baffle arrangements. 
The results showed an improvement in cooling of over 30%.

Baffles have also been used in water treatment tech-
nologies [12–14]. Using CFD model, Wei et al. [12] inves-
tigated the effect of guiding baffles downstream from 
surface aerators on the flow field in an oxidation ditch. 
The results showed that the installation of the guiding baf-
fles increased the efficiency of oxygen transfer. Furthermore, 
it is well understood that baffles have beneficial impacts on 
the design and construction of sedimentation tanks specifi-
cally on the hydraulic characteristics and the solid removal 
rates. However, several other questions such as the appropri-
ate horizontal position and submerged depth of the baffles 
require closer and deeper analysis. Liu et al. [13] focused on 

effects of geometrical characteristics of baffles using a solid–
liquid two-phase equations and k-epsilon turbulence model. 
Hussein et al. [14] conducted a numerical study to evalu-
ate the impact of geometrical characteristics of a baffle on 
the performance of an oil and water gravity separator tank. 
The results showed that the flow field patterns, expressed 
in streamlines and velocity profiles, were function of baffle 
location and structure.

On the other hand, hydraulic ponds are found in sev-
eral other applications such as in the chemical biological 
treatment of contaminated water and solar energy storage. 
Ogarekpe and Agunwamba [15] studied the effect of sur-
face area on performance of integrated solar and hydraulic 
jump enhanced waste stabilization pond. Besides, studies 
of increasing number are being conducted on the thermal 
performance of solar ponds, their design characteristics, 
stability, and limitations [16–18]. Suarez et al. [19] analyzed 
numerically the 2-D coupled transient double diffusion 
convection for salt gradient solar ponds. They incorpo-
rated evaporation and sensible heat losses, and solar and 
longwave radiation fluxes at water–air interface. The accu-
rate evaluation of evaporation rate is essential in modeling 
evaporation from solar ponds. Sartori [20] reviewed several 
empirical correlations used for calculation of evaporation 
rate from large free water surfaces and noticed a large 
scattering between published studies. The author addressed 
attention to the pan evaporation and concluded that it might 
generate considerable differences in relation to a large water 
surface evaporation, depending on surface length and rate 
of mass transfer.

The present paper investigates the effect of mass flow 
rate and humidity of ambient air on the performance of a 
small-size, shallow experimental cooling pond by using 
a 2-D numerical model. The numerical model solves the 
depth-integrated momentum and energy equations employ-
ing the finite volume procedure. The effect of using baffles 
is also investigated. The decision to use such a small pond 
was instigated by the availability of a good set of experi-
mental data, which facilitates the validation of the model 
and assessing its accuracy. The trends obtained for that pond 
should hold true to real life size ponds.

2. Mathematical formulation

2.1. Flow situation

The experimental cooling pond considered in this study 
is shown schematically in Fig. 1. Heated water enters the 
pond and gets cooled by heat rejection at the air–water 
interface. The pond is of a rectangular shape 10.9 m × 5.4 m. 
The inlet is 0.275 m and the outlet is 0.45 m wide. The 
depth of flow is uniform at 0.0762 m. This corresponds to 
an experimental cooling pond setup of Cerco [21] in which 
temperature measurements were reported for two mass 
flow rates for cases without and with baffles. Measurements 
in the study by Cerco [21] were reported in the imperial 
system of units and, hence, converted in the present study 
to the metric system.

It is noted that temperature measurements conducted 
by Cerco [21] are relevant to shallow water equations where 
vertical variations of temperature are very small. Under these 
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conditions, the use of a depth integrated numerical model 
is justified. The temperatures used in the present study are 
under steady state and measured at the surface.

2.2. Governing equations

Under steady-state conditions, hydrostatic pressure 
distribution, and applying the “rigid-lid” approximation, the 
following depth-integrated equations are used as applicable 
to shallow-water flows. Depth-averaged values are, hence, 
assumed for all dependent variables.

2.2.1. Conservation of mass

∂
∂
( ) + ∂

∂
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x
zu

y
zv 0  (1)

where u and v are the depth-averaged velocity components 
in the x- and y-directions, respectively, and z is the local 
depth of flow.

2.2.2. Conservation of u-momentum 

∂
∂
( ) + ∂

∂
( ) − ∂

∂
∂
∂









 −

∂
∂

∂
∂








x
zu

y
zuv

x
z u

x y
z u

y
2 1 1

ρ
µ

ρ
µeff eff  = Su  (2)

where ρ is water density, µeff‾  is effective viscosity and Su is 
source term given by:
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where p is static pressure, f is Coriolis parameter, Cf is bed 
friction factor, Cs is wind force friction factor, ρair is air 
density, Uo and Vo are wind relative velocities with respect to 
water velocity in the x- and y-directions, respectively.

2.2.3. Conservation of v-momentum
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where Sv is source term and is given by:
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2.2.4. Conservation of energy
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where T  is depth-averaged temperature, σT is turbulent 
Prandtl number (= cpμeff/keff), cp is specific heat, keff is the 
effective thermal conductivity, and ST is source (or sink) term 
and represents energy interaction at the air–water interface. 
Convection, radiation, and evaporation effects are accounted 
for through this ST term. Details of heat flux components at 
air–water interface are given in Section 2.6.

2.2.5. Common form of transport equation

All the above governing equations can be recast in a 
common form of a single general transport equation given 
below, enabling one solution procedure for all equations.
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where f is general depth-averaged variable and stands for 
1, u, v, and T  in governing equations, respectively; Γeff ,∅  is 
effective exchange (diffusion) coefficient and stands for 0, µeff‾
, µeff‾ , and µ σeff / T  in governing equations, respectively; and 
Sf is source/sink of f.

2.3. Boundary conditions

All dependent variables u, v, and T  or their derivatives 
must be prescribed on all boundaries. In mathematical form, 
these boundary conditions are specified as follows:

2.3.1. Solid boundaries and internal baffles

Velocity components and normal temperature gradient 
are set to zero.

2.3.2. Inlet port

Velocity is fixed according to inlet port area and total 
mass flow rate. Temperature equals that of the heated water 
coming out of condenser.

2.3.3. Outlet port

Velocity is fixed according to outlet port area and total 
mass flow rate. However, temperature at outlet port is 
unknown and is calculated by the iterative solution procedure.

It is noted that in the current 2D depth-integrated model, 
the interaction at the air–water interface is accounted for by 
source/sink terms present in the governing equations. Details 
of convection, radiation, and evaporation heat-flux com-
ponents at the air–water interface are given in Section 2.6.

2.4. Turbulence modeling

The effective-viscosity coefficient appearing in Eqs. (2)–(7)  
is calculated from a mixing-length turbulence model in 
which the turbulent viscosity is related to a mixing length 
and a mean velocity gradient across pond width. This very 

Inlet 

y 

x 

Outlet 

Baffles 

1.8 m 

W = 5.4 m 

L = 10.9 m 

1.8 m 

Fig. 1. Geometrical configuration of the cooling pond, plan view.
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simple model is used since in shallow water flows the bot-
tom friction and wind stress dominate over the diffusion 
process. Accordingly, the diffusion contribution in shallow 
water equations is relatively weak and, hence, the diffusion 
terms may be disregarded, see for example Vreugdenhil [22]. 
However, these terms are retained in the present study and 
are modeled by a constant eddy viscosity (μt) calculated from 
the following mixing length formula:

µ ρt l U
y

=
∂
∂

2  (8)

where l is the mixing length taken equal to 5% the pond 

length (L), and 
∂
∂
U
y

 is the mean velocity gradient across the 

pond width.

2.5. Numerical algorithm

The CFD technique hinges on representing the differen-
tial equations in numerical form. The finite volume approach 
is used in the present study Patankar [23]. The pressure field 
and velocities are determined by the well-known SIMPLE 
algorithm of Patankar and Spalding [24].

2.5.1. Major solution steps

Numerical procedures based on the finite-volume method 
share the same general features but differ in specific details 
regarding the discretization process and the solution algo-
rithm. The major solution steps are described as follows:

• Flow domain is divided into discrete regions by construc-
ting a finite-volume grid.

• Governing differential equations are transformed into 
finite-volume equations by integration over control 
volumes [23].

• Finite-volume equations are solved by Tri-Diagonal Matrix 
Algorithm (TDMA).

• Pressure field is determined by the SIMPLE algorithm 
[24] in which corrections based on mass continuity 
requirements are made to velocities obtained from solu-
tion of momentum equations. By successive solution of 
momentum and pressure correction equations, velocity, 
and pressure fields are determined.

2.5.2. Finite-volume equations

In a staggered grid-system arrangement, compass nota-
tions N, S, E, and W are used to identify neighboring nodes 
that surround a typical finite-volume central node P. Values 
of pressure and scalar variables (e.g., temperature) are stored 
at these nodal points. The velocities are located halfway 
between these nodes, that is, at cell faces identified by n, s, 
e, and w.

2.5.2.1. General form

All finite-volume equations can be cast in terms of a 
general variable f, where f stands for velocity components 
u and v, temperature T, and pressure correction. Differences 
in contents of each equation are contained in source terms. 

General form of the finite-volume equation linking value of 
f at P to those at N, S, E, and W is obtained as [23]:

φ
φ φ φ φφ φ φ φ φ

φ φ φ φ φP
N N S S E E W W P

N S E W P

A A A A S
A A A A S

=
+ + + +
+ + + − /  (9)

or, in a more compact form as:

φ
φφ φ

φ φ
P

i i P
i

N S E W

i P
i

N S E W

A S

A S
=

( ) +

−

∑

∑

, , ,

/
, , ,  (10)

where 
φ

φφ φ

φ φ
P

i i P
i

N S E W

i P
i

N S E W

A S

A S
=

( ) +

−

∑

∑

, , ,

/
, , ,

 is summation over neighboring nodes, N, S, E, 

and W; Ai
f are finite-volume coefficients (AN

f, AS
f, AE

f, and AW
f) 

of variable f and express effects of diffusion and convection.
Eqs. (9) or (10) are written for each variable at every 

grid point and, hence, algebraic equations are obtained for 
all variables at all grid points which can be solved by any 
standard solution algorithm.

2.5.2.2. Source term

In Eqs. (9) and (10), source term Sf is linearized and 
expressed as follows:

S V S V S VP P P P P Pφ
φ φ φ= + /  (11)

where Vp is volume of finite-volume cell, SP
f and SP

f/ are “lin-
earized source” coefficients. It is noted that all physical 
effects present in the governing equations, apart from the 
convection and diffusion terms, are introduced through the 
source term. Besides, speed of convergence and stability of 
numerical solution depend strongly on how the source term 
is formulated. For suitable forms of introducing different 
physical effects into source/sink terms, the reader may refer 
to Patankar [23].

Source terms are also utilized to introduce effects of inter-
nal obstacles on flow and temperature fields by appropriate 
modifications made to the SP

f and SP
f/ coefficients in Eq. (11). 

In the present study, the presence of baffles in the cooling 
pond is handled through these coefficients to ensure that 
normal velocity components at these obstructions are equal 
to zero, while those components adjacent and parallel to the 
obstructions undergo shear stress effects.

2.5.3. Solution of finite-volume equations

The finite-volume equations are linearized and solved 
by an iterative process. Thus, the final solution is obtained 
after a number of iterations and by re-evaluating values of 
finite-volume coefficients at every iteration. In the present 
computer program which is written in FORTRAN, the equa-
tions are solved simultaneously on a line-by-line basis by the 
Tri-Diagonal Matrix Algorithm (TDMA). The main solution 
steps are summarized as follows:

(i) Guess values of variables in the field.
(ii) Compute values of u on a line by solving the finite 

volume form of the u-momentum equation.
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(iii) Compute values of v as in (ii) above.
(iv) Compute values of T on the line.
(v) Compute values of pressure correction by employing 

mass continuity errors produced by u’s and v’s obtained 
from steps (ii) and (iii).

(vi) Correct pressures and velocities on the line.
(vii) Move to next line and repeat steps (ii) to (vi) for the 

whole field.
(viii) Repeat iteration of whole field until convergence is reached.

2.5.4. Convergence and stability of procedure

Convergence is monitored through use of residuals. 
A residual of a variable f at a node P, denoted by RP, is defined, 
with reference to Eq. (10) by:

R A A SP P P
i

i i P= − ( ) −∑φ φφ φ φ  (12)

where fP is the value at the previous iteration, and the 
summation is over the four node faces.

All residuals are suitably normalized and a solution 
that produces sufficiently small field residuals (less than 
10–4), for all variables, is regarded as a converged one. This 
is pro vided that the field values of variables solved do 
not change by more than about 0.01% during successive 
iterations.

As to the stability of the procedure, it is found that the 
use of under-relaxation factors (β, where β < 1) is necessary. 
This is done as follows:

φ βφ β φnew old= + −( )* 1  (13)

where f * is the value of f that is just being solved. The value 
of β is 0.5 for all variables.

2.6. Heat flux components at air–water interface

The ultimate heat rejection from the pond takes place 
from the pond surface to the ambient air and surround-
ings. The net interchange is made up of the following com-
ponents: (i) evaporation heat loss qe, (ii) emitted longwave 
back radiation qbr, (iii) incident surroundings radiation qsur, 
(iv) reflected surroundings radiation qsur,r, and (v) sensible 
heat loss to atmosphere qc. The latter consists of both forced 
(qc,f) and natural convection heat transfer (qc,n). Thus, the net 
heat transfer from the pond (q) is given by:

q q q q q qe r c= + − + +br sur sur ,  (14)

It is noted that (qbr – qsur + qsur,r) represents net loss by 
longwave radiation and that q must balance the thermal 
loading on the pond.

The above components are usually expressed by empir-
ical correlations (as presented next) and are function of 
ambient air temperature and relative humidity, wind speed, 
and water surface reflectivity and emissivity. The sum of 
these components may be written as:

q h A Tm s m= ∆  (15)

where hm is the pond mean effective heat-transfer coefficient, 
As is the pond surface area, and ΔTm = Tm–Teq is the tempera-
ture difference between pond mean water temperature and 
the equilibrium water temperature (Teq). Teq results from 
natural environmental conditioning when there is no plant- 
imposed loading, more details are given later.

2.6.1. Evaporation heat loss (qe)

A general correlation relating the mass flux at air–water 
interface (M in kg/m2 s) to water vapor mass fraction (m) is [25]:

M V m m= −( )St air rel surf atmρ  (16)

where St is Stanton number (= h/ρair × Vrel × cp), Vrel is relative 
velocity of wind and water, msurf and matm are mass fraction 
of water vapor in air at surface and in atmosphere. The mass 
fraction msurf is a function of water temperature (T) and total 
pressure (ptot).

A specific correlation used in the present study is [26,27] 
as follows:

M a bV m mc= +( ) −( )ρair rel surf atm  (17)

where a = 0.0042, b = 0.0057, and c = 0.82.
The evaporation heat loss is then:

q M Le =   (18)

where L is the latent heat of vaporization (J/kg).
The amount of water evaporated in terms of height of 

water in mm/d is as follows:

z Me = ×8 64 107. / ρ  (19)

2.6.1.1. Mass fraction of water vapor m vs. saturation 
temperature T

In a mixture of steam and air, the total pressure (ptot) is 
given by:

p p ptot air vap= +  (20)

where pair is air partial pressure and pvap is vapor partial 
pressure; ptot, pvap, and m are related thermodynamically by:

p
p

m

vap
tot=
+0 378 0 622. .

 (21)

Taking ptot at 1 atm (= 1,013.25 m bar), then:

m

p

=
−

0 622
1013 25 0 378

.
. .

vap

 (22)

where pvap is water vapor pressure (in mbar) and is equal to 
f psat at same temperature.

Considering a temperature range between 10°C and 54°C, 
pvap is fitted to the temperature (T) by a logarithmic relation 
as follows:
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log10
1 2

31
p

a a T
a Tvap( ) = +

+
 (23)

where T is the saturation temperature in °C. Using the steam 
table, the following values of coefficients are determined: 
a1 = 0.78588, a2 = 0.03491, and a3 = 0.00421. Therefore, by 
substituting values of T, pvap are calculated, which in turn 
determine values of m. The latter values are then used to 
determine M and qe.

2.6.2. Incident surroundings radiation (qsur)

The longwave radiation from the surrounding is assu-
med to obey the Stefan–Boltzmann law with the emissivity 
of the laboratory equals to 0.97. Thus:

q Tsur sur = ε σ 4  (24)

where σ = 5.67 × 10–8 W/m2 K4 and Tsur is the surroundings 
temperature (K).

2.6.3. Reflected surroundings radiation (qsur,r)

This is the amount of the incoming surroundings radia-
tion that is being reflected by the water surface. It is equal to 
(R·qsur), where R = 0.03 is the reflectivity of the water surface.

2.6.4. Emitted longwave back radiation (qbr)

The outgoing radiation flux from water surface is given 
by the Stefan–Boltzmann law with emissivity of water surface 
equals to 0.97. Thus:

q Tbr = 0 97 4. σ  (25)

where T is local water temperature in Kelvin.

2.6.5. Sensible heat loss to atmosphere (qc)

The convection heat transfer out of the surface is the 
sum of the wind driven forced convection (qc,f) and the 
buoyant natural convection (qc,n).

2.6.5.1. Forced convection

A general correlation relating qc,f to temperature difference 
is [25] as follows:

q V c T Tc f p, ,= −( )St air rel air airρ  (26)

where St is Stanton number, cp,air is specific heat of air, and 
Tair is air temperature. A more specific correlation used in the 
present study is [26,27] as follows:

q V T Tc f,
..= −( )6 88 0 82

rel air  (27)

2.6.5.2. Natural convection

Generally, qc,n is correlated to temperature difference 
by [25]:

q T T T Tc n,

/
.≈ −( ) −( )1 6

1 3

air air  (28)

A more specific correlation is used in the present study as 
given by [26,27] as follows:

q T Tc n, .= −( )5 06 air  (29)

3. Simplified 1-D closed form analytical solutions

Closed-form analytical solutions can be affected for 
simplified 1-D pond models. These solutions are useful for 
design approximations or preliminary estimates [28]. In the 
present study, these analytical solutions are also used for 
comparisons with corresponding numerical results for the 
purpose of validating the numerical model under simplified 
situations.

3.1. Physical situation and basic assumptions

A simple 1-D pond with constant water depth is con-
sidered. Exact analytical solutions for the temperature 
distri bution and cooling capacity of the pond are limited 
to situations where steady-state, uniform velocity, constant 
properties, and constant surface heat-transfer coefficient 
assumptions are made.

3.2. Governing equations

Based on the above simplifying assumptions, Eqs. (1)–(6)
are reduced to:

3.2.1. Mass continuity

du
dx

= 0  (30)

3.2.2. u-momentum

dp
dx

= 0  (31)

3.2.3. Energy conservation

u dT
dx

d T
dx

q
c z
s

p

− = −α
ρ

2

2

/ /

 (32)

where α is thermal diffusivity (dispersion coefficient), 
m s2 / , = =

k
cp Tρ

µ
ρσ

, and qs
/ / is heat flux from water body (W/m2) 

given by:

q h T Ts
/ / = −( )eq  (33)

where h is the heat-transfer coefficient (W/m2 K).
Eq. (32) is a second-order ordinary differential equation 

for which analytical solutions can be derived for different 
degrees of mixing as follows.
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3.2.3.1. Finite mixing

The solution for the dimensionless outlet temperature 
from the pond θo is given by:
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where

a r= +( )1 4
1 2

α* /
,is a dimensionless parameter  (35)

α
α* ,=
u L 

is a dimensionless dispersion coefficient  (36)

r
hA
mc

s

p

=


is a dimensionless cooling capacity parameter,   
 (37)

u is pond cross-sectional mean velocity (m/s), L is pond 
length (m), As is pond surface area (m2), and ṁ is the mass 
flow rate through pond (kg/s).

3.2.3.2. No mixing (plug flow)

In a “plug flow” pond, there is no mixing between the 
heated discharge and the receiving water body and there is 
no dispersion along the flow path. The dispersion coefficient 
α and hence α*, given by Eq. (36), are both zero. Accordingly, 
the energy equation is reduced to:

u dT
dx

q
c z
s

p

= −
/ /

ρ
 (38)

in which its analytical solution is the classic exponential 
decay equation given by:

θo r= −( )exp  (39)

where r is given by Eq. (37). In the numerical model, a 
no-mixing condition is achieved by setting the viscosity μ = 0.

3.2.3.3. Complete mixing (fully mixed)

In a “fully mixed” pond, the inflow is immediately mixed 
and dispersed throughout the pond. This situation corre-
sponds to infinite entrance mixing and dispersion in which 
α* and μ → ∞. The analytical solution is given by:

θo r
=

+
1

1
 (40)

In the numerical model, complete mixing is achieved by 
setting μ = a large value.

4. Results and discussion

All results produced by the iterative procedure were 
checked and considered to be fully converged when normalized 

field residuals fall below 10–4 and values of all variables 
cease to change with further iterations. A grid-independence 
check is demonstrated in Section 4.3, followed by numerical 
model validation. However, the specific cases investigated 
and the concept of the equilibrium temperature is described 
first.

4.1. Pond geometric configuration and cases studied

The flow situation was briefly described in Section 2.1 
and schematically presented in Fig. 1. In the present study, 
two geometric configurations are considered namely, with-
out and with internal baffles. For each configuration, two 
flow rates are used which correspond to the experimental 
values of 0.284 and 0.568 kg/s, Cerco [21]. Thus, numerical 
model predictions and measured results are presented and 
compared for four cases designated, in the present study, 
as Cases 1 through 4. These are: Case 1 for the lower flow 
rate without baffles, Case 2 for the lower flow rate with 
baffles, Case 3 for the higher flow rate without baffles, and 
Case 4 for the higher flow rate with baffles. It is to be noted 
that other geometric configurations had been investigated 
experimentally by Cerco [21] and that the author reported 
the bulk of temperature measurements by way of contours. 
Of particular interest is the value of the outlet temperature 
from the pond.

In the present study, further results are obtained by 
varying the mass flow rate (ṁ) over a wider range than that 
used in the experiments. Thus, by conducting a parametric 
study, the pond cooling capacity is correlated with the pond 
outlet temperature through changing ṁ for the two cases 
of without and with baffles. Numerical model predictions 
are also carried out in order to investigate effects of varying 
the relative humidity (f) since the evaporation rate, a major 
component of cooling at the air–water interface, is so much 
dependent on f.

4.2. Equilibrium temperature and pond effective heat-transfer 
coefficient

The equilibrium temperature (Teq) is a theoretical tem-
perature used as a reference in the definition of the dimen-
sionless temperature (q) and in calculating the pond mean 
effective heat-transfer coefficient (hm) and the pond cooling 
capacity (r). Teq is determined from an energy balance applied 
at the air–water interface in the absence of an external 
load on the pond, in which case heat lost by evaporation 
is balanced by heat gained by convection (both forced and 
natural) and net radiation exchange. Values of Teq are cal-
culated iteratively and are displayed in Fig. 2 as a function 
of air temperature (Tair) and relative humidity (f). All other 
influential parameters are kept constant which are: reflec-
tivity and emissivity of water surface, Stanton number, and 
atmospheric pressure. The latter parameters are present in 
the correlations used in calculating the heat transfer com-
ponents at the air–water interface, Section 2.6. As seen from 
Fig. 2, Teq increases practically linearly with increasing 
Tair and f.

Table 1 summarizes values of parameters used in Cases 
1 through 4. These particular values comply with those 
used in the experimental measurements of Cerco [21] 
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for the purpose of comparison. Unless otherwise specifi-
cally mentioned, all other calculations are performed with 
Ti = 50°C and Teq = 21.5°C, which correspond to Tair = 25°C 
and f = 0.7.

It is recalled that the experiments of Cerco [21] were 
conducted under laboratory conditions. Details of wind 
speed and indoor conditions were not supplied in the study 
by Cerco [21]. Therefore, in the numerical model, calm 
wind conditions are considered which correspond to typical 
indoor laboratory conditions. Accordingly, relative velocity 
components between the moving water in the pond and the 
calm air are used in the shear stress and water evaporation 
rate at the air–water interface. The wind stresses, flow veloc-
ity, evaporation rate, etc. are determined iteratively by the 
numerical model. In real situations, the wind speed would 
likely enhance the relative velocity and hence increase the 
surface shear stresses and evaporation rate.

The rate of heat dissipated from the pond (q) is calculated 
from the equation as follows:

q mc T T mc Tp i o p= −( ) =  ∆ 1  (41)

where To is pond outlet temperature predicted by the model. 
From the calculated value of q, the pond mean effective 
heat-transfer coefficient (hm) is determined from the equation 
as follows:

q h A T T h A Tm s m m s= −( ) =eq ∆ 2  (42)

where Tm is the mean water temperature calculated by the 
model as a weighted average value. From Eq. (42), hm is 
calculated and is, hence, based on the equilibrium tempera-
ture Teq. The temperature differences ΔT1 and ΔT2 appearing 
in Eqs. (41) and (42) will be referred to in connection with 
varying ṁ in Section 4.6.2.

It is interesting to note that hm can also be determined 
from the local values of the heat transfer coefficient. The lat-
ter are the values calculated for all nodal points covering the 
pond. Denoting a typical node by indices i and j, hm is deter-
mined as:

q q q q h A T Ti j i j e i j r i j c i j i j i j, , , , , , , , , ,= + + = −( )eq  (43)

where subscripts e, r, and c stand for evaporation, radiation, 
and convection, respectively. From Eq. (43), hi,j is evaluated, 
based on Teq, and is used to determine hm as follows:

h
A

h dA
h A

A

h A

Am
s

s
i j i j

i j

i j i j

sAs

= =
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=
( )∑

∑
∑

∫
1  , ,

,

, ,  (44)

Values of hm evaluated from Eqs. (42) and (44) will be 
presented and compared as influenced by ṁ in Section 4.6.2.

4.3. Grid independence study

Fig. 3 presents results of a grid independence study in 
which five grids are employed; namely, 9 × 10, 14 × 13, 20 × 17, 
30 × 23, and 40 × 30 nodes in the x- and y-directions, respec-
tively. Results presented are for dimensionless temperature 
(q) and velocity (U) profiles at X = 0.5 for Case 2. It is noted 
that station X = 0.5 passes through the middle of the pond 
(x = 5.45 m) and across its width, see Fig. 1. Case 2 has the 
lower flow rate with baffles.

It is noted that the two coarsest grids produce results that 
show some grid effects, particularly for the velocity profiles, 
while the finest two grids give very close results and further 
grid refinement is therefore not warranted. The reason why 
grid effect with coarser grids is more pronounced on veloc-
ity variations than on temperature is due to the fact that the 
velocity varies significantly inside the pond as affected by 
the geometric configuration. This includes flow circulation 
and large velocity gradients which require finer grids. On 
the other hand, temperature is much more uniformly dis-
tributed than velocity. Velocity and temperature contours, 
constructed from the numerical results, are dealt with in 
Section 4.5.

With regard to grid effects on the pond overall quanti-
ties (e.g., overall pressure drop, total heat transfer rate, mean 
heat-transfer coefficient, water evaporation rate), all grids 
give very close results. It is decided that the 40 × 30 grid 
gives substantially grid-independent results and, therefore, 

Table 1
Description and data relevant to experimental Cases 1 through 
4, Cerco [21]

Case ṁ (kg/s) Baffles Teq (°C) Ti (°C)

1 0.284 Without 21.3a 46.3
2 0.284 With 21.3 47.1
3 0.568 Without 24.4 53.3
4 0.568 With 22.6 48.7

aValue was not reported and, hence, taken equal to that of Case 2.

Fig. 2. Cooling pond equilibrium temperature variations with 
air temperature and relative humidity.
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is used throughout the study. Results obtained from such a 
grid converge in about 500 iterations and take a mere 3 s of 
computer time to execute on a personal computer (2.00 GHz).

4.4. Numerical model validation

Figs. 4a–d present dimensionless temperature profiles 
at the middle of the pond (X = 0.5) and across its width 
showing comparisons between present predictions and 
Cerco’s [21] data for Cases 1 through 4, respectively. 
Comparisons are also made at other stations in the pond 
but are not presented here due to space limitation. Table 2 
summarizes comparison between measured temperatures 
and present predicted values for Case 2. It is noted that the 
percentage difference is given with reference to (Ti – Teq), 
where Ti = 47.1°C and Teq = 21.3°C. It is concluded that the 
agreement between predictions and measurements is, in 
general, quite good. Further comparisons between model 
predictions and Cerco’s data as well as with the 1-D closed 
form analytical solutions are shown in Section 4.6.4 when 
results considering pond cooling capacity are presented.

4.5. Flow pattern and detailed temperature distribution

Detailed numerical results in terms of streamline plots, 
speed contours, and temperature contours are displayed and 
discussed in the appendix for Cases 1–4.

4.6. Effect of mass flow rate on hydrodynamic and thermal 
characteristics

4.6.1. Effect of ṁ on pressure drop and loss coefficient

Fig. 5a presents the variation of the pressure drop between 
pond inlet and outlet (Δp) with the mass flow rate (ṁ). 
As seen, Δp increases with ṁ and that, for a given ṁ, 

the presence of baffles increases Δp but only little. The 
corresponding pressure loss coefficient (CPL) is seen to be 
practically constant with varying ṁ, Fig. 5b.

4.6.2. Effect of ṁ on heat transfer rate, mean temperature, 
and heat transfer coefficient

Figs. 6a–d present effects of ṁ on, respectively, pond 
heat transfer rate (q), pond mean and outlet temperatures 
(Tm and To), mean heat-transfer coefficient (hm), and tem-
perature differences (ΔT). As seen from Fig. 6a, q increases 
with ṁ. This feature might not have been so obvious but for 
the fact that all temperatures in the pond do increase with 
increasing ṁ in which case all components of heat trans-
fer at the air–water interface are enhanced due to increase 
in corresponding temperature differences. A convenient 
representative temperature in the pond is the mean pond 
temperature (Tm). This is calculated as a weighted average 
and plotted vs. ṁ in Fig. 6b. The pond outlet temperature 
(To), which is the inlet temperature to the condenser, is also 
shown for reference. It is seen that Tm as well as To increase 
with ṁ; the increase is fast at the beginning and gets more 
gradual at higher ṁ. These values would reach asymptot-
ically the inlet temperature (Ti = 50°C) at much larger ṁ, 
in which the pond would approach its ultimate operating 
capacity and yield its maximum possible heat transfer rate.

Based on q, As, Tm, and Teq, the pond mean heat-transfer 
coefficient (hm) is determined from Eq. (42) and plotted vs. 
ṁ in Fig. 6c. As seen, hm increases with ṁ and that, for a given 
ṁ, the presence of baffles enhances the performance of the 
pond by giving higher effective heat-transfer coefficient. 
Values of hm as calculated from Eq. (44) are found to be very 
close to those presented in Fig. 6c, and hence are not pre-
sented for clarity reason. It is, therefore, concluded that the 
two different methods of determining hm, cf. Eqs. (42) and 
(44), produce effectively the same results.

Fig. 3. Temperature and velocity profiles at middle of pond (X = 0.5) for Case 2 showing effect of using different finite-volume 
grid sizes.
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Fig. 6d shows that while ΔT2 (= Tm−Teq) increases with ṁ, 
the opposite is true for ΔT1 (= Ti − To). The latter is caused by 
increasing To with ṁ (Fig. 6b) while Ti is constant. However, 
despite ΔT1 decreases with increasing ṁ, the product ṁ ΔT1 
increases with ṁ. Of course, ṁ ΔT1 times cp is the same q 
as presented in Fig. 6a. An important conclusion is drawn 
here and that is operating the pond at as high a flow rate 
as practically possible is an advantage. This is explained 
by the fact that all components of heat transfer at the pond 
air–water interface get enhanced by increasing ṁ, and 
hence the ultimate heat rejected by the pond is enhanced. 
Nevertheless, the pressure drop of cooling water passing 
through the condenser tubes would increase with increasing 
ṁ. Therefore, a compromise must be made between these 
two conflicting requirements and the designer may optimize 

Fig. 4. Temperature profiles at middle of pond (X = 0.5) for Cases 1 through 4 showing comparison between predictions (lines) and 
measurements (Cerco [21]) (circles).

Table 2
Comparison between measured temperatures (Cerco [21]) and 
present numerical simulation for Case 2; X = 0.5, Ti = 47.1°C, and 
Teq = 21.3°C

Y θ Exp. θ Num. T (°C) Exp. T (oC) Num. % Diff.a

0.16 0.51 0.41 34.5 31.9 10.1
0.31 0.51 0.46 34.5 33.2 5.0
0.69 0.51 0.56 34.5 35.7 –4.7
0.79 0.56 0.57 35.7 36.0 –1.2
0.83 0.60 0.56 36.8 35.7 4.3

a % expDiff. num

eq

=
−

−
×

T T
T Ti

100 .
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Fig. 5. Effect of mass flow rate on (a) pressure drop between pond inlet and outlet, and (b) pressure loss coefficient.

Fig. 6. Effect of mass flow rate on (a) total heat transfer rate, (b) mean and outlet temperatures, (c) mean heat-transfer coefficient, and 
(d) ΔT1 and ΔT2.
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among alternatives of higher flow rates with corresponding 
smaller ΔT1 and vice versa.

With reference to Fig. 6a, Table 3 summarizes effect of ṁ 
on total heat transfer rate from pond (q) for the cases of with-
out and with baffles. Percentage increase in q through use of 
baffles is shown for every ṁ.

4.6.3. Effect of ṁ on evaporation rate

Of interest too is the amount of water evaporated from 
the pond surface. This is calculated and presented in terms 
of column of water evaporated in mm per day (ze) vs. ṁ in 
Fig. 7a. As seen, ze increases with ṁ and more water is evap-
orated for the case of pond with baffles. Of course, more 
evaporation means more heat transfer and hence more heat 
rejected from the pond. While this is the objective of evapora-
tive cooling, makeup water must, therefore, be supplied. This 
will cause a problem in regions where water is not available 
in sufficient quantity. The situation might get more difficult 
in dry climates where more evaporation would take place as 

the relative humidity gets lower. Further account on this is 
given in Section 4.7 when the relative humidity is varied.

In addition, it is interesting to compare the percentage 
values of the heat-transfer components among each other 
and as affected by ṁ. The results are displayed in Fig. 7b 
from which two features are extracted; first, the heat transfer 
by evaporation is the dominant component with about 70% 
(note the logarithmic scale); this is followed by net radiation 
loss with nearly 20%, and just above 10% for natural con-
vection; the forced convection component is much less 1%. 
The second feature is that these percentage components do 
not vary much with ṁ, except for the forced convection albeit 
can be neglected. It should be emphasized, however, that 
each of these component increases with ṁ but the percentage 
change is much less sensitive to ṁ.

4.6.4. Pond cooling capacity

For a given geometric configuration, the pond thermal 
performance is assessed by a unique relationship between 
pond dimensionless outlet temperature θo [θo = (To − Teq)/
(Ti − Teq)] and pond cooling capacity r (r = hmAs/ṁcp) as dis-
played in Fig. 8. The experimental results of Cerco [21] 
are shown for comparison. The 1-D closed-form analytical 
solutions for the cases of fully mixed and no mixing (plug 
flow) ponds are also shown which represent two extreme 
theoretical limits on cooling pond performance that should 
encompass all results with finite mixing. The latter results 
are not shown on the figure for clarity reason. The plug 
flow pond provides the best performance and the fully 
mixed pond provides the worst performance. It is noted 
that qo decreases with increasing r which signifies that 
lower pond outlet temperature can be achieved at higher 
pond cooling capacity. The latter can also be affected by 
increasing pond surface area, a parameter which is fixed 
in the present study. It is interesting to note that the pond 
with baffles gives better performance compared with that 
without baffles. This can also be noted from the experimen-
tal data though these are little scattered as might well be 

Table 3
Effect of mass flow rate (ṁ) on total heat transfer rate from 
pond (q) showing enhancement of q through use of baffles; 
Ti = 50°C and Teq = 21.5°C

ṁ (kg/s) q (kW)  
without baffles

q (kW)  
with baffles

% Increase

0.3 23.38 25.17 7.66
0.4 27.42 29.55 7.77
0.5 30.64 33.01 7.73
0.7 35.56 38.18 7.37
1.0 40.67 43.38 6.66
1.5 46.10 48.73 5.71
2.0 49.61 52.09 5.00
3.0 53.99 56.20 4.10

Fig. 7. Effect of mass flow rate on (a) evaporation rate, and (b) percentage heat transfer rates by various components.
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expected. As far as the comparison between predictions 
and measurements is concerned, this may be judged to be 
generally very good, except for two data points which look 
little extreme by lying on top or even little above the 1-D 
fully mixed results.

4.7. Effect of relative humidity on thermal characteristics

All results presented above are for a relative humidity 
f = 0.7. Fig. 9a shows the effect of f on ze as influenced by 
varying pond mean temperature (Tm). It is clear that, for a 
given f, the evaporation rate (in terms of ze) increases with 

Tm as to be expected. This is since higher pond temperature 
gives higher saturation water-vapor-pressure and hence 
increases the driving force of the evaporation process. For 
a given Tm, on the other hand, ze increases with decreasing 
f. This is because decreasing f decreases the partial water 
vapor pressure in the ambient air and hence, likewise, 
increases the driving force of the evaporation process. All 
these results are calculated for Ti = 50°C and Tair = 25°C. It is 
quite obvious that more makeup water would be required 
in dryer climates for a given water temperature. However, 
the advantage of that is a higher heat rejection from the 
pond as can be appreciated from the corresponding results 
for q as presented in Fig. 9b. In other words, the condenser 

Fig. 9. Effect of pond mean temperature and relative humidity on (a) evaporation rate and (b) total heat transfer rate; with baffles.

Fig. 8. Variation of pond outlet temperature with pond cooling 
capacity showing comparisons between predictions, measure-
ments (Cerco [21]), and 1-D idealized exact solutions.

Fig. 10. Effect of relative humidity on temperature profile at 
middle of pond (X = 0.5) for ṁ = 1 kg/s; with baffles.
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of a power plant would better operate in dryer climates 
when cooling is effected by cooling ponds and, likewise, by 
cooling towers.

Fig. 10 examines the sensitivity of water temperature 
to relative humidity in which dimensionless temperature 
profiles at the middle of pond (X = 0.5) are plotted at dif-
ferent values of f. These results are calculated for the pond 
with baffles at ṁ = 1 kg/s, Ti = 50°C, and Tair = 25°C, as a 
representative case. In terms of q defined based on Teq, it is 
quite interesting to note that q variation dependence on f is 
very weak. This finding gives further support to the results 
presented earlier in Fig. 4, in which comparisons between 
predictions and measurements were made, rendering such 
results to be less sensitive to relative humidity.

5. Summary and conclusions

A depth-integrated CFD model, based on the finite- 
volume method, was developed and applied to calculate 
detailed velocity and temperature distributions inside shal-
low experimental cooling pond. The numerical model was 
validated by comparing results with available temperature 
measurements. Effects of mass flow rate (ṁ) on pond hydro-
dynamic and thermal characteristics for cases of without 
and with internal baffles were investigated. Results showed 
that pressure loss coefficient remained constant, while pres-
sure drop between pond inlet and outlet increased with 
increasing ṁ. Heat dissipated from the pond increased with 
ṁ despite the decrease in difference between water inlet and 
outlet temperatures.

Pond effective heat-transfer coefficient, mean tempera-
ture, and water loss by evaporation were determined as a 
function of ṁ and relative humidity (f). Outlet tempera-
ture was determined as a function of pond cooling capacity. 
Streamline plots showed that flow pattern was independent 
of ṁ but was strongly dependent on geometric configuration. 
A single contour map of normalized speed was, therefore, 
sufficient to describe all speeds inside the pond for different 
ṁ. It is recommended that ṁ should be as high as possible 
in order to enhance heat loss from pond surface but this 
would increase pumping power of cooling water through 
condenser tubes in which a compromise must be sought.

Future work will consider applying the validated mathe-
matical model to larger size ponds under real environmental 
conditions.
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Symbols

As — Pond surface area, m2

CPL — Pressure loss coefficient
cp — Specific heat, J/kg K
hm —  Mean effective heat-transfer coefficient, 

W/m2 K
k — Thermal conductivity, W/m K

L —  Length of pond (m), or latent heat of 
vaporization, J/kg

M — Mass flux at air–water interface, kg/m2 s
m — Mass fraction of water vapor in air
ṁ —  Mass flow rate, kg/s
N, S, E, W, P — Nodal points
p — Pressure, N/m2 or mbar
q — Pond total heat-transfer rate, W or kW
q// — Heat flux component, W/m2

r — Dimensionless pond cooling capacity
S — Source/sink term
St — Stanton number, St = h/ρair·Vrel·cp
T — Temperature, °C or K
U — Dimensionless velocity, U = u/ui
Uo, Vo —  Wind velocity relative to water velocity, in 

x- and y-directions, m/s
u, v —  Velocity components in x- and y-direc-

tions, m/s
Vrel —  Relative velocity of wind and water, 

Vrel = (Uo
2 + Vo

2)1/2, m/s
W — Width of pond, m
X — Dimensionless distance, X = x/L
x, y —  Coordinate directions along length and 

width of pond, m
Y —  Dimensionless distance, Y = y/W or Y = y/L
z — Depth of water, m
ze — Water evaporated, mm/d

Greek

α —  Dispersion coefficient (thermal diffusivity), 
m2/s

G — Exchange (diffusion) coefficient, N s/m2

ε — Surface emissivity
q —  Dimensionless temperature, q = (T – Teq)/

(Ti – Teq)
μ — Viscosity, N s/m2

ρ — Density, kg/m3

σT — Turbulent Prandtl number, σT = cp μeff/keff
f —  General dependent variable or relative 

humidity

Subscripts

c — Convection
e — Evaporation
eff — Effective
eq — Equilibrium
i — Inlet
m — Mean
o — Outlet
s — Surface
sur — Surroundings

Superscripts

- — Depth averaged (integrated) quantity
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Appendix: streamlines, speed, and temperature contours

Detailed numerical results are presented in Figs. A1–A3.  
Figs. A1a and A1b depict the flow patterns inside the 
pond via streamlines presented along with normalized 
stream-function values (with respect to ṁ) for the cases 
without and with baffles, respectively. The results shown 
are Reynolds number independent and hence represent 
all flow rates used. It is clear from Fig. A1a that the flow 
“short-circuits” the pond, where the total mass flow rate 
entering and leaving is confined in the region bound by the 
two streamlines identified with stream function values of 0 
and 1. The flow path of a massless particle released at the 
pond inlet and exiting at the outlet port is very short com-
pared with the pond perimeter. The entering and exiting 
mass generates a large recirculation zone which occupies 
nearly one quarter of the pond total surface area. This zone 

(a)

(b)

Fig. A1. Streamlines and stream-function values normalized by 
ṁ; (a) without baffles and (b) with baffles.
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is seen enclosed by the streamline identified with the stream 
function value of 1 and the pond side walls. A much smaller 
recirculation region is shown enclosed by the streamline 
identified with the stream function value of 0 and the pond 
side walls at the opposite corner (bottom right corner in 
the figure). By introducing internal baffles, the flow pat-
tern completely changes as depicted in Fig. A1b. The flow 
path is very much elongated as compared with the case 
with no baffles. Accordingly, the thermal performance is 
improved by better utilization of the surface area available 
in the pond. Such improvements are assessed in the results 
presented in Section 4.6.

Figs. A2a and A2b present the corresponding speed con-
tours with values normalized by ui for the cases without and 
with baffles, respectively. Again, these results are Reynolds 
number independent. Such maps of speed contours can be 
used to generate actual speed distribution inside the pond 
for any ṁ simply by multiplying the contour values shown 
by corresponding ui.

Figs. A3a–A3d present the dimensionless temperature 
contours for Cases 1–4, respectively. These contours give an 
overall picture of the temperature distributions in the pond 
under different conditions. It may be noted that the contours 
are similar (but with different values) for Cases 1 and 3 and 
for Cases 2 and 4.

(a)

(b)

Fig. A2. Speed contours with values normalized by ui; (a) with-
out baffles and (b) with baffles.

(a)

(a)

(b)

(c)

(d)

Fig. A3. Dimensionless temperature contours for Cases 1 through 
4; (a) through (d), respectively.
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