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a b s t r a c t
In water resources pollution detection, because the collected data is not filtered, the rate of missed 
detection is high, and the accuracy of detection results is limited. Therefore, a method of water 
resources pollution detection based on convolution neural network is proposed. The data of 
water resource pollution is input into convolutional neural network to calculate its average fitness 
value, generate the optimal rule set, calculate its average fitness, train the water resource pollution 
detection data, and realize the accurate monitoring of water resource pollution. The experimen-
tal results show that the method has high detection accuracy, low leakage rate and high detection  
efficiency.
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1. Introduction

The lack of detection data cannot truly reflect the change 
of water pollution and cannot meet the needs of environ-
mental management, thus, the research on water pollution 
detection methods is imperative [1–3].

In order to solve the defects in the detection process, 
this paper proposes a method of water pollution detection 
based on convolution neural network, the main contents 
are as follows:

The water pollution data after treatment is input into 
convolutional neural network to realize water pollution 
detection [4–6].

The validity of the method is verified by the accuracy 
of the detection results, the rate of missing detection of 
pollution elements and the detection efficiency.

2. Material and methods

The method to detect water resources pollution based 
on convolution neural network inputs the processed 
data into the convolutional neural network to realize the 
water resources pollution detection. The specific steps are 
described as follows:

2.1. Determine the input and output parameters of convolution 
neural network algorithm

According to the actual analysis, the main input and 
output parameters of convolution neural network model 
are determined at first [7–9]. Secondly, the sample data 
is processed. Finally, the statistics of daily data are calcu-
lated. The amount of data recorded every day is set as N. 
The average value is set as X , and the variance is set as S2:
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In order to quantitatively express the inconsistency of 
each data, it is necessary to determine the degree of devi-
ation of each data [10]. Let V(i) be the deviation degree 
of data:
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If V(i) is relatively large, it means that the data is too far 
from the average data, and the data cannot be received. 
On the contrary, if V(i) is small, it means that the data is 
closed to the average data, so that the data can be received [11].

When V(i) ≥ 1.1, the data was “bad data”;
When V(i) ≤ 1.1, the data was “valid data”.

Generally, the following methods are used to normalize 
any valid data.
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where x refers to the normalized parameter, which can 
be used as the input parameter of network. xsj is the actual 
number. xzj is the intermediate number. xmax represents the 
maximum value of the effective data collected on site, and 
xmin represents the minimum value:
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2.2. Initialize the weights of convolutional neural network

A series of initial values wij (i = 1, 2, …, n; j = 1, 2, …, m) 
are generated by random method. The population con-
sists of n groups of neural network weights is established. 
The number of neurons in hidden layer is m. The initial  
weights are:

w w w w w w w w wm m m m mm11 12 1 21 22 2 1 2, , , , , , , , , , , ,   � � � � � �� �  (6)

2.3. Fitness calculation

After a set of training set data is calculated by con-
volution neural network, the error E of output node is 
calculated:
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where p is the number of output nodes, yi is the network 
calculation result, and ti is the actual value.

The fitness value of convolution neural network weights 
can be expressed as follows:
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Obviously, 0 < f < 1. The smaller the error E is, the 
closer to 1 the f is, so the adaptive value of the improved 
network structure will be larger. For the members in new 
group, the fitness value f xji

OJ( )( )  of member is calculated. 
Meanwhile, the variable with the largest fitness in the 
family is selected as the next generation population.

Binary coding is performed on new population, so that 
selection, crossover and variation can be applied to the 
weights of the corresponding convolutional neural net-
work [12]. In addition, the convolution neural network is 
trained at first, and then the binary system is decoded to 
calculate the weights of decimal neural network.

The following formula is the relationship between 
population coding and population decoding:
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2.4. k–j mean clustering

After the number m of neurons in hidden layer of convo-
lution neural network is determined, m samples are selected 
from the input samples xj (j = 1, 2, …, N) as the clustering 
center. Meanwhile, the input samples need to be classi-
fied by the proximity principle.

The xj (j = 1, 2, …, N) satisfying d x ci i j i� �min  and 
(j = 1, 2, …, N; i = 1, 2, …, M) is assigned to the multi- 
input cluster set θi (i = 1, 2, …, M) of center ci (i = 1, 2, …, M), 
where xj ϵ θi.

Firstly, it is necessary to calculate the cluster center ci, 
and then calculate the average value of θi:
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2.5. Calculation from input layer to hidden layer

Gaussian function is taken as radial basis function:
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where x is the n-dimensional input vector. m is the num-
ber of neurons in hidden layer. ci is the center of the ith 
basis function. σ determines the width of the basis function 
around the center. σ has a certain relation with the number 
m of neurons in the hidden layer. In order to ensure appro-
priate shape of Gaussian function, the following formula is 
used to calculate σ:
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where dm is the maximum distance of the selected center.
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2.6. Calculation from hidden layer to output layer

The initial weights and the output of hidden layer are 
used to calculate the linear mapping from hidden layer 
Ri(x) to output layer yi. That is:
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where p is the output node.

2.7. Selection

The corresponding population fitness fi and the total 
population fitness F are calculated:
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The selection probability pi and cumulative probability 
qi of each population were calculated:
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After rotating N times, we can select N populations. 
The steps on computer include: generate random number r 
between (0,1). If r < qi, the first population v1 will be selected, 
otherwise v2  (2 ≤  i ≤ m) will be selected to meet qi–1 < r < qi. 
Obviously, the larger the fitness, the greater the proba-
bility of being selected.

2.8. Crossing

Reset crossover probability pc:

p
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where f’ is the maximum fitness of the crossover popula-
tion in the parent population. f  is the average fitness value 
of populations.

3. Results and discussion

In order to verify the effectiveness of the method to 
detect water resources pollution based on convolutional 
neural network, it is necessary to test this method. This 
test needs to be completed in Simulink platform [13]. The 
water pollution detection method based on convolutional 
neural network (method 1), the water resource pollution 
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Fig. 1. Accuracy of detection results and missing rate of pollution elements of different methods.
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detection method based on supervised learning (method 2), 
the water resources pollution detection method based on 
Bayesian formula (method 3) and the water resources pol-
lution detection method based on EEMD (method 4) were 
adopted. The accuracy of detection results and the missing 
detection rate of pollution elements of the four methods were 
compared. The test results are shown in Fig. 1.

By analyzing the data in Fig. 1, we can see that the accu-
racy of detection results in multiple iterations obtained by 
method 1 is higher than that of methods 2, 3 and 4 [14,15]. 
The missed detection rate of pollution elements in mul-
tiple iterations obtained by method 1 is lower than that of 
methods 2, 3 and 4.

4. Conclusion

Due to the problems of low accuracy of detection results, 
high rate of missing detection of pollution elements and low 
detection efficiency of existing water resources pollution 
detection methods, a method of water resources pollution 
detection based on convolution neural network is proposed. 
In this method, Kalman filter algorithm is used to process 
the collected data, and convolution neural network is used 
to detect water pollution, which can accurately complete 
the detection of water pollution in a short time.
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