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ABSTRACT

The sensitivity analysis of selected parameters on biochemical oxygen demand (BOD) in the
integrated solar and hydraulic jump enhanced waste stabilization pond (ISHJEWSP) was
carried out by regression analysis approach. Based on empirical data, the linear relationship
between the response variable, BOD, and the predictor variables of pH, temperature, algae
concentration, dissolved oxygen (DO), inlet velocity, distance from inlet to the point of initi-
ation of hydraulic jump, angle representing change in pond bed slope, and intensity of solar
radiation was tested using various hypotheses at α = 5% level of significance. The test of
hypotheses revealed that not all the regression coefficients can be taken as zero and that the
observed t-values of predictor variables X1 (xpH), X3 (xAlgae), X4 (xDO), X6 (xHJL), X7 (xhs ),
and the constant are statistically significant at α = 5%. The test on the equality of regression
coefficients of the reduced model revealed that it is significant to infer that X1 (xpH),
X3 (xAlgae), X4 (xDO), X6 (xHJL), and X7 (xhs ) do not have the same incremental effect in deter-
mining the concentration of BOD at α = 5%. Also, the test that a subset of regression coeffi-
cients equals to zero revealed that at α = 5%, it is significant to infer that the deletion of X2

(xtemp), X5 (xv), and X8 (xI) does not adversely affect the explanatory strength of the model.
The model developed gave a good multiple linear regression coefficient of correlation of
0.937 with a standard error of 5.17 at a significance level of 0.05. The good multiple linear
regression coefficients of correlation obtained from the regression of algae concentration on
temperature and solar radiation; pH on temperature and solar radiation revealed that
temperature and solar radiation play a vital role in BOD degradation in the ISHJEWSP.
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1. Introduction

Engineering and scientific phenomena are often
studied with the aid of mathematical models designed
to simulate complex physical processes [1]. Sensitivity

analysis has been used in scientific research to explore
the validity of models [2]. The determination of the
most sensitive parameters of a model is important
especially in the time and cost savings associated with
their practical utilization. The development of models
as perhaps complementary or otherwise alternative
methods to the laborious and time consuming*Corresponding author.
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experimental procedures cannot be over emphasized.
This opinion perhaps held in the context of future
needs where prevailing site and operational conditions
are similar.

In the past, the sensitivity index approach has been
used by Hoffman and Gardner [3] to account for all
possible values when determining parameter sensitiv-
ity. Many methods of carrying out sensitivity analysis
have been reviewed [4–11]. Hamby [1] stated that
regression analysis provides the most comprehensive
sensitivity measure and is commonly utilized to build
response surfaces that approximate complex models.

Regression analysis is one of the most widely used
statistical tools because it provides simple methods for
establishing a functional relationship among variables
[12]. Typically, regression analysis is used to investi-
gate the relationships between a dependent variable
(either categorical or continuous) and a set of indepen-
dent variables based on a sample from a particular
population [13]. Across behavioral science disciplines,
multiple linear regression (MR) is a standard statistical
technique in a researcher’s toolbox [14].

In the past, standard theories of regression analysis
have been discussed [15–19]. A general linear regres-
sion model can be formulated as shown in Eq. (1):

yi ¼ b0 þ ei þ
Xn

i¼1

bp xip i ¼ 1; 2; . . .; n (1)

The regression model can be rewritten as shown in
Eq. (2):

yi ¼ b0 þ b1 xi1 þ b2 xi2 þ b3 xi3 þ � � � þ bp xip þ ei;
i ¼ 1; 2; . . .; n

(2)

Where yi is the ith value of the response variable y;
xi1, xi2, …, xip represent the ith independent variable
value from total set of n observations; p represents the
number of estimated regression coefficients; βi repre-
sents the ith regression coefficient corresponding to
xip; β0 is the constant coefficient that represents the
intercept; εi represents the error in the approximation
of yi; n is the number of observations.

To estimate the regression coefficients
b0; b1; b2; . . . bp, the least square method is used in
order to minimize the sum of squares of the errors.
From Eq. (1), the errors can be written as:

ei ¼ yi � b0 �
Xn

i¼1

bp xip i ¼ 1; 2; . . .; n (3)

The sum of squares of these errors is given by Eq. (4):

S ¼
Xn

i¼1

yi � b0 � b1 xi1 � . . . � bp xip
� �2

(4)

By a direct application of calculus, it can be shown
that the least squares estimates b̂0; b̂1; . . .; b̂p, which
minimize S (b0; b1; . . .; bp), are given by the solution
of system of linear equations known as the normal
equations [12]. For this study, the regression coeffi-
cients were obtained by methods of multiple linear
regression using Microsoft Excel.

Using the estimated regression coefficients, the
fitted least squares regression equation is given as
follows:

ŷi ¼ b̂0 þ b̂1 xi1 þ b̂2 xi2 þ b̂3 xi3 þ � � � þ b̂p xip;
i ¼ 1; 2; . . .; n

(5)

The ordinary least squares residuals are given by
Eq. (6):

ei ¼ yi � ŷi; i ¼ 1; 2; 3; . . .; n (6)

The Error Sum of Square (SSE) is given by:

SSE ¼
Xn

i¼1

yi � ŷi
� �2

(7)

An unbiased estimate of r2 is given by:

r2 ¼ SSE

d.f.
(8)

where:

d.f. ¼ n � p � 1 (9)

The correlation coefficient between Y and ŷ, is given
by:

Cor Y; Ŷ
� �

¼
P

yi � �yð ÞP ŷi � �̂y
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
yi � �yð Þ2P ŷi � �̂y

� �2q (10)

where �y is the mean of the response variable Y and �̂y
is the mean of the fitted values. The coefficient of
determination R2 ¼ ½Cor ðY; ŶÞ�2 is also given as
follows:
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R2 ¼ SSR

SST
¼ 1� SSE

SST

R2 ¼ 1�
P

yi � ŷið Þ2P
yi � �yið Þ2 (11)

The adjusted R2, R2
a is defined as shown in Eq. (12):

R2
a ¼ 1� n� 1

n� p� 1
1� R2
� �

(12)

Using the properties of the least squares estimators,
the statistical inference regarding the regression
coefficients can be made [2]. Chatterjee and Hadi [2]
presented that the statistic for testing H0: β0 = b0j vs.
H1: bj 6¼ b0j where b0j is a constant chosen by the
investigator is:

tj ¼
b̂j � b0j

s:e: b̂j
� � (13)

which has a Student’s t-distribution with (n – p − 1)
degrees of freedom.

If b0j = 0, then we have Eq. (14):

tj ¼
b̂j

s:e: b̂j
� � (14)

Also

F ¼
R2
p � R2

q

� �
= p� qð Þ

1� R2
p

� �
= n� p� 1ð Þ

; d.f. p� q; n� p� 1 (15)

where F is the observed value of the F-test; d.f. is the
degree of freedom; p − q, n – p − 1 are the degrees of
freedom; SST denotes the Total Sum of Squared devia-
tion in Y from its mean �y; SSR denotes the sum of
squares due to regression; SSE denotes the Sum of
Squares of the residuals (errors); SSE(FM) denotes the
residual sum of squares from the full model; SSE(RM)
denotes the residual sum of squares from the reduced
model; �y is the mean of the response variable Y; �̂y is
the mean of the fitted values; b0j is a constant chosen
by the investigator; s.e.(b̂j) is the standard error of b̂j;
R2
p denotes the sample multiple correlation coefficient

of determination that is obtained when the full model
with all the p variables in it is fitted to the data; R2

a

denotes the adjusted multiple correlation coefficient of

determination of the fitted model; R2
q denotes the

sample multiple correlation coefficient of determina-
tion when the model is fitted with q specific variables;
σ2 denotes the variance.

Empirical models have been developed to describe
the kinetics of organic degradation in waste stabiliza-
tion ponds [20–22]. Saqqar and Pescod [23] and Mayo
[24] have all developed models for predicting fecal col-
iform removal in WSP based on environmental factors.
In addition, researches have been conducted on the
prediction of biochemical oxygen demand (BOD)
removal in solar-enhanced WSP [25], sludge filtration
equation [26]. Predictive equations for the dispersion
number have been proposed [27–32], but some of these
have then been criticized when evaluated by others.
However, there is paucity of information in literature
with respect to research in ISHJEWSP. This research is
aimed at the determination of the most sensitive
parameters in the BOD prediction model for the ISH-
JEWSP using regression analysis as sensitivity measure.

The integrated solar and hydraulic jump enhanced
waste stabilization pond (ISHJEWSP) is introduced as
a new technology that incorporates solar reflector and
the introduction of hydraulic jump through change in
pond bed slope of the conventional waste stabilization
pond. The essence is for the purpose of increasing the
treatment efficiency of the conventional WSP and con-
sequently, the reduction in land area requirement [33].

2. Materials and methods

2.1. Description of area of study

Nsukka is a town and Local Government Area in
southeast Nigeria in Enugu State. Nsukka urban is the
home to the prestigious University of Nigeria. Located
at the northeastern end of the University campus about
800 m from the junior staff quarters, the treatment
plant at Nsukka consists of a screen (6 mm bar racks
set at 12 mm centers) followed by two Imhoff tanks,
each measuring about 6.667 m × 4.667 m × 10 m, and
two facultative waste stabilization ponds. Sludge is dis-
carded from the Imhoff tank once every 28 d onto the
drying beds, so that the beds are loaded at 40-d inter-
val. The beds have a total area of 417 m2. Although its
efficiency has deteriorated, its effluent is used for
uncontrolled vegetable irrigation by some village
dwellers. The poor effluent quality is also partly attri-
butable to overloading because of population growth.

2.2. Description of experimental setup

Experimental research and design were adopted.
The experimental setup consisted of one sewage
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storage tank (1.2 m × 1.2 m × 0.6 m) and an overhead
storage tank (1.5 m × 1.5 m × 1.2 m) as shown in Tables
1–2 below. Three sets of experimental ponds with vary-
ing locations of change in pond bed slope were con-
structed using metallic tanks with each set consisting of
eight experimental ponds (A, B, C, D, E, F, G, H) with
varying widths. Six out of the eight ponds were con-
structed with tilt frames of size 1.0 m × 0.3 m, fixed at
varying angles in accordance with the relative position
of the sun per week. The tilt frames were made of a flat
wooden board wrapped with aluminum foil paper to
serve as solar reflectors. The foil paper was to act as
solar reflector, with each of the six ponds having one
reflector each at the outlet position (west facing). One
out of the eight ponds was constructed without a
change in slope and solar reflector to serve as control
experiment, while the other though without change in
slope however was fitted with solar reflector in order to
investigate the effect of solar radiation on the conven-
tional WSP. For each set studied, ponds C, D, E, F, G,
and H were constructed with varying locations of point
of initiation of hydraulic jump. Half-inches diameter
inlet pipes were fitted centrally to the experimental
ponds. The outlet pipes were centrally fitted to the
experimental ponds. To control the inflow and outflow,
valves were fitted at the inlet and outlet pipes of the
experimental ponds. The two storage tanks were usu-
ally filled to supply the eight ponds with sewage efflu-
ent from the Imhoff tank of the University of Nigeria,
Nsukka sewage treatment plant through a hose with
the aid of an electromechanical water pump. The influ-
ent samples for the laboratory analysis were obtained
from the storage tank immediately after being filled.
Also, the experimental ponds were immediately filled
and samples collected at the outlets after two days.

2.3. Data collection and analysis

Wastewater samples collected from the inlet and
outlet for varying inlet velocities and varying locations

of point of initiation of hydraulic jump were examined
for physicochemical and biological characteristics for a
period of nine months. The parameters examined were
temperature, pH, detention time, dissolved oxygen
(DO), total coliform count (TCC), total suspended
solids (TSS), E. coli, and algae concentrations, and
biochemical oxygen demand (BOD). All the analyses
were carried out using appropriate water testing
meters and in accordance with the standard methods
[34]. Microsoft Excel was used to perform all the
statistical analyses.

2.4. Model development

In developing the model for the prediction of BOD in
the ISHJEWSP, it is assumed that a linear relationship
exists between the response variable (yBOD5 ) and the pre-
dictor variables (xpH, xtemp, xAlgae, xDO, xv, xHJL, xh, xIÞ.
yBOD5

is directly proportional to xpH, xtemp, xAlgae, xDO, xv,
xHJL, xh, xI . The addition of these parameters duly fac-
tored with their regression coefficients to replace propor-
tionality yields Eq. (16):

yBOD5 ¼ b0 þ b1 xpH þ b2 xtemp þ b3 xAlgae þ b4 xDO
þ b5 xv þ b6 xHJL þ b7 xhs þ b8 xI

(16)

This is identical to the multiple linear regression
model given by Eq. (1).

Where yBOD5 is the dependent variable which is the
concentration of BOD5 of the ISHJEWSP (mg/l); xpH is
pH; xtemp is temperature of the ISHJEWSP (˚C); xAlgae

is algae concentration of the ISHJEWSP (μg chloro-
phyll a/l); xDO is DO of the ISHJEWSP (mg/l); xv is
the inlet velocity (m/s); xHJL is the distance from inlet
to the point of initiation of hydraulic jump (m); xhs is
the angle representing change in pond bed slope (˚); xI
represents the intensity of solar radiation (kW/m2);
b1; b2; b3; b4; b5; b6; b7; and b8 are corresponding
regression coefficients.

Table 1
Detailed experimental characteristics of the various ponds due to variations in location of point of initiation of hydraulic
jump [33]

Experimental
setups

No. of solar
ponds

Characteristics (location of point
of initiation of hydraulic jump
from the inlet) Purpose

Set 1 8 0.5 m Effect of location of point of
initiation of hydraulic jump

Set 2 8 0.4 m Effect of location of point of
initiation of hydraulic jump

Set 3 8 0.3 m Effect of location of point of
initiation of hydraulic jump
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3. Results and discussion

3.1. Modeling the BOD concentration in the ISHJEWSP

The model was developed through the application
of multiple linear regression analysis on the measured
variables for Pond D using Microsoft Excel. The
process involved estimating the model regression coef-
ficients b0; b1; b2; b3; b4; b5; b6; b7; and b8. The appli-
cation of regression analysis using Microsoft Excel on
the data revealed that a linear correlation existed
between the parameters. The model developed gave a
good multiple linear regression coefficient of correla-
tion of 0.938 with a standard error of 5.224 at a signifi-
cance level of 0.05. Eq. (17) below, is obtained as the
full empirical multiple linear regression model for the
prediction of the BOD in the ISHJEWSP with reference
to the University of Nigeria, Nsukka treatment plant.
The summary of output of the multiple linear regres-
sion model is shown in Table 3.

yBOD5 ¼ �2:82 xpH � 0:49 xtemp � 0:09 xAlgae þ 16:68 xDO
þ 12:69 xv þ 105:52 xHJL þ 1:17 xhs þ 1:40 xI
� 123:45

(17)

where yBOD5
represent the BOD5 in the ISHJEWSP

(mg/l); xtemp is temperature of the ISHJEWSP (˚C);
xAlgae is algae concentration in the ISHJEWSP (μg
chlorophyll a/l); xDO is DO in the ISHJEWSP (mg/l);
xv is the inlet velocity (m/s); xHJL is the distance from
inlet to the point of initiation of hydraulic jump (m);
xhs is the angle representing change in pond bed slope
(˚); and xI represents the intensity of solar radiation
(kW/m2).

The model in Eq. (17) was developed on the
linearity assumption. There is therefore need for the
determination of the key predictor parameters.

3.2. Sensitivity analysis of model parameters on BOD
concentration prediction in ISHJEWSP

Based on empirical data, the relationship between
the response variable, BOD, and the predictor vari-
ables of pH, temperature, algae concentration, DO,
inlet velocity, distance from inlet to the point of initia-
tion of hydraulic jump, angle representing change in
pond bed slope, intensity of solar radiation obtained
in Eq. (17) were tested using various hypotheses at
α = 5% level of significance.

3.3. Testing all regression coefficients equal to zero

The hypothesis that all predictor variables under
consideration do not explain the response variable
and that all their regression coefficients are zero was
tested. In this case, the reduced model (RM) and full
model (FM) become:

RM:H0 : Y ¼ b0 þ e (18)

FM:H1 : Y
¼ b0 þ b1 x1 þ b2 x2 þ b3 x3 þ � � � þ b8 x8 þ e

(19)

From the ANOVA table in Table 3, the sum of squares
due to error in the full model is SSE (FM)
= SSE = 2701.25. Under the null hypothesis, where all
the β’s are zero, the number of parameters estimated
for the reduced model is therefore one (β0). Conse-
quently, the sum of squares of the residuals in the
reduced model is SSE (RM) = SST = 22,450. The
observed F-value for the full model is 90.47 as shown
in Table 3. The F-critical value at 8 and 99 degrees of
freedom and 5% level of significance is 2.03. Since the
observed F-value is larger than the critical F-value, the

Table 2
Detailed experimental characteristics of the various ponds due to varying inlet velocities [33]

Experimental setups No. of experimental ponds Characteristics (velocity) (m/s) Purpose

Set 1 8 0.39 Effect of inlet velocity
8 0.42 Effect of inlet velocity
8 0.46 Effect of inlet velocity

Set 2 8 0.39 Effect of inlet velocity
8 0.42 Effect of inlet velocity
8 0.46 Effect of inlet velocity

Set 3 8 0.39 Effect of inlet velocity
8 0.42 Effect of inlet velocity
8 0.46 Effect of inlet velocity
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null hypothesis is rejected; not all the βs can be taken
as zero.

3.4. Test of hypothesis of regression coefficients

The t-values in Table 3 test the null hypothesis H0

against an alternative hypothesis H1:

H0 : bj ¼ 0; j ¼ 0; 1; 2; :::; p (20)

H1 : bj 6¼ 0; j ¼ 0; 1; 2; :::; p (21)

From Table 3 it is seen that only the regression coeffi-
cients of X4 (xDO), X5 (xv), X6 (xHJL), X7 (xhs ), and X8

(xI) are statistically significantly different from zero.
However, applying the t statistics, the critical t-value
at 99 degree of freedom and 5% level of significance is
1.66. From Table 3, the computed t-values of X1 (xpH),
X3 (xAlgae), X4 (xDO), X6 (xHJL), X7 (xhs ), and the con-
stant are statistically significant as compared to the
critical t-value. From Table 3, the p-values of X3 (xpH),
X4 (xDO), X6 (xHJL), X7 (xhs ), and the constant are statis-
tically significant with p-values of 5.48E-08, 6.14E-10,
0.02, 0.01, and 0.03, respectively.

3.5. Testing a subset of regression coefficients equal to zero

In order to determine the most important predic-
tors that describe the response, the variables which
were statistically significant with regards to the t-test
of the full model were tested. The aforementioned sig-
nificant parameters were X1 (xpH), X3 (xAlgae), X4 (xDO),
X6 (xHJL), and X7 (xhs ). The reduced model is therefore:

RM: Y ¼ b0 þ b1 x1 þ b3 x3 þ b4 x4 þ b6 x6 þ b7 x7
þ e:

(22)
This corresponds to the null hypothesis:

H0 : b2 ¼ b5 ¼ b8 ¼ 0 (23)

The regression output from fitting this model is given
in Table 4. Hence the F-test, as given in Eq. (15) is as
follows:

F ¼ 0:8797� 0:8784½ �=3
ð1� 0:8797Þ=99 ¼ 0:36 (24)

The F-critical value at 3 and 99 degrees of freedom
and 5% level of significance is 2.7. The observed
F-value is less than the critical F-value, and thus not

statistically significant. Therefore, the null hypothesis
is not rejected. The variables X1 (xpH), X3 (xAlgae), X4

(xDO), X6 (xHJL), and X7 (xhs ) together explain the vari-
ation in Y as adequately as the full set of eight vari-
ables. Hence, at α = 5% it is significant to infer that the
deletion of X2 (xtemp), X5 (xv) and X8 (xI) does not
adversely affect the explanatory strength of the model.

3.6. Testing the equality of regression coefficients

This test was carried out to determine whether the
five regression coefficients in the reduced model, with
summary of regression output in Table 4, are the
same. The test is performed with the assumption that
the regression coefficients of the full model for X2

(xtemp), X5 (xv), and X8 (xI) are zero. The null
hypothesis to be tested is:

H0 : b1 ¼ b3 ¼ b4 ¼ b6 ¼ b7j b2 ¼ b5 ¼ b8 ¼ 0ð Þ (25)

If b1 ¼ b3 ¼ b4 ¼ b6 ¼ b7 ¼ b01, then, Eq. (22) which is
the reduced model becomes:

Y ¼ b00 þ b01 X1 þ X3 þ X4 þ X6 þ X7ð Þ þ e (26)

Let X1 + X3 + X4 + X6 + X7 = Z, then Eq. (26) becomes:

Y ¼ b00 þ b01Z þ e (27)

The least squares estimates of b00, b
0
1, and the simple

linear regression correlation coefficient, as shown in
Table 5 below, yields the fitted Eq. (28):

Ŷ ¼ 89:54� 0:11Z (28)

Hence the F-test, as given in Eq. (15) is:

F ¼ 0:8784� 0:4624½ �=ð5� 1Þ
ð1� 0:8797Þ=ð108� 5� 1Þ ¼ 87:24 (29)

The F-critical value at 4 and 102 degrees of freedom
and 5% level of significance is 2.46. The observed
F-value is greater than the critical F-value, and thus
statistically significant. Therefore, the null hypothesis
is rejected. Hence, at α = 5%, X1 (xpH), X3 (xAlgae), X4

(xDO), X6 (xHJL), and X7 (xhs ) do not have the same
incremental effect in determining the concentration of
BOD.
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3.7. Multiple linear regression model of BOD prediction in
the ISHJEWSP

The test of hypotheses revealed that not all the
regression coefficients can be taken as zero and that
the computed t-values of predictor variables X1 (xpH),
X3 (xAlgae), X4 (xDO), X6 (xHJL), X7 (xhs ), and the con-
stant are statistically significant at α = 5%. The test on
the equality of regression coefficients of the reduced
model revealed that it is significant to infer that X1

(xpH), X3 (xAlgae), X4 (xDO), X6 (xHJL), and X7 (xhs ) do
not have the same incremental effect in determining
the concentration of BOD at α = 5%. Also, the test that
a subset of regression coefficients equals to zero
revealed that at α = 5%, it is significant to infer that
the deletion of X2 (xtemp), X5 (xv), and X8 (xI) does not
adversely affect the explanatory strength of the model.

The application of regression analysis using Micro-
soft Excel on the experimental data obtained for yBOD5

,
X1 (xpH), X3 (xAlgae), X4 (xDO), X6 (xHJL), and X7 (xhs )
revealed that a linear correlation existed between the
parameters. The model developed gave a good multi-
ple linear regression coefficient of correlation of 0.937
with a standard error of 5.173 at a significance level of
0.05. Therefore, Eq. (30) is presented as the degrada-
tion model of BOD in the ISHJEWSP considering the
multiple linear regression approach with reference to
the University of Nigeria, Nsukka treatment plant.
The summary of output of the multiple linear regres-
sion model is shown in Table 4.

yBOD5 ¼ �3:25 xpH � 0:09 xAlgae þ 16:84 xDO
þ 111:12 xHJL þ 1:21 xhs � 133:62 (30)

3.8. Effects of temperature, solar radiation, and inlet
velocity on the degradation of BOD in the ISHJEWSP

Temperature has been found to be one of the most
important variables affecting biological processes
[35,36]. Algal activity is also retarded at low tempera-
tures. Even under conditions of high solar radiation,
intensity of algal growth is affected by low tempera-
tures [37]. The main mechanism of oxygenation in
pond systems is the oxygen provided by the algal
population [38,39].

The results obtained from the ISHJEWSP (Pond D)
revealed that the changes in temperature and intensity
of solar ration resulted in the variation of such
parameters as DO, pH, algae concentration, and bio-
chemical oxygen demand. Subjecting algae concentra-
tion (response variable) and temperature (predictor
variable) to simple linear regression, the results
revealed that there exists a good linear relationship
between the variables with a coefficient of correlation
of 0.828 at α = 5%. Similarly, the simple linear regres-
sion of algae concentration (response variable) and
intensity of solar radiation (predictor variable)
revealed that there exists a good linear relationship
between the variables with a coefficient of correlation
of 0.796 at α = 5%. Also, the multiple linear regression
of algae concentration (response variable) on tempera-
ture and intensity of solar radiation as predictor vari-
ables revealed that there exists a good linear
relationship between the variables with a multiple lin-
ear regression coefficient of correlation of 0.839 at
α = 5%. The summary of output of the multiple linear
regression model is shown in Table 6 below. Also, the
multiple linear regression of pH (response variable)

Table 6
Summary of output of regression analysis of Y (yAlgae) on X1 (xtemp), and X2 (xI)

Regression statistics

Multiple R 0.838963
R2 0.703859
Adjusted R2 0.698219
Standard error 47.56048
Observations 108

ANOVA
df SS MS F Significance F

Regression 2 564507.3 282253.7 124.7806 1.79E-28
Residual 105 237509.9 2261.999
Total 107 802017.2

Coefficients Standard error t Stat p-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept −536.269 131.7873 −4.0692 9.15E-05 −797.579 −274.959 −797.579 −274.959
X variable 1 23.81498 4.752464 5.01108 2.2E-06 14.39172 33.23824 14.39172 33.23824
X variable 2 157.6166 61.23257 2.574064 0.011446 36.20368 279.0294 36.20368 279.0294
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on temperature and intensity of solar radiation as pre-
dictor variables revealed that there exists a good linear
relationship between the variables with a multiple lin-
ear regression coefficient of correlation of 0.887 at
α = 5%. The summary of output of the multiple linear
regression model is shown in Table 7 below.

It is therefore significant to infer that though Eq.
(30) does not include temperature and intensity of
solar radiation as key predictors, it is worthy of note
that their direct effect on the pH and algal bloom with
its subsequent ripple effect, imply that they play a
vital role in BOD degradation in the ISHJEWSP. This
assertion is buttressed by the comparative analysis of
the conventional waste stabilization pond and the ISH-
JEWSP which revealed that the latter performed better
in fecal coliform bacteria removal [40]. The verification
of the conventional model gave good average coeffi-
cients of correlation of R = 0.800 ± 0.173 between the
measured and calculated Ne/No and R = 0.924 ± 0.034
for the ISHJEWSP, respectively [40]. Air bubble
entrainment in a hydraulic jump starts for Fr1 > 1 to
1.3 [31–33]. The high observed t-value (p < 0.05) for
the DO in Table 4 is indicative of air entrainment asso-
ciated with the occurrence of hydraulic jump in the
ISHJEWSP. The inflow Froude numbers of 1.1, 1.2,
and 1.3 corresponding to inlet velocities 0.39, 0.42, and
0.46 have contributed its quota to the DO in the ISH-
JEWSP in addition to the contributions by algae and
other pond oxygenators.

4. Conclusions

Sensitivity analysis was carried out on the relation-
ship between the response variable (BOD) and the

predictor variables of pH, temperature, algae concen-
tration, DO, inlet velocity, distance from inlet to the
point of initiation of hydraulic jump, angle represent-
ing change in pond bed slope, and intensity of solar
radiation using regression approach.

Testing all regression coefficients equal to zero on
the linear model revealed that the null hypothesis is
rejected; implying that not all the βs can be taken as
zero. The test of hypothesis of regression coefficients
revealed that the observed t-values of predictor vari-
ables X1 (xpH), X3 (xAlgae), X4 (xDO), X6 (xHJL), X7 (xhs ),
and the constant are statistically significant at α = 5%
level of significance.

Furthermore, the test that a subset of regression
coefficients equals to zero revealed that at α = 5%, it
is significant to infer that the deletion of X2 (xtemp),
X5 (xv), and X8 (xI) does not adversely affect the
explanatory strength of the model. Also, the test on
the equality of regression coefficients of the reduced
model revealed that at significance level α = 5%, it is
significant to infer that X1 (xpH), X3 (xAlgae), X4

(xDO), X6 (xHJL), and X7 (xhs ) do not have the same
incremental effect in determining concentration of
BOD.

Eq. (30) is presented as a multiple linear regression
model for the prediction of the biochemical oxygen
demand (BOD) concentration in the ISHJEWSP with
reference to the University of Nigeria, Nsukka treat-
ment plant. Though Eq. (30) does not include tempera-
ture and intensity of solar radiation as key predictors,
it is worthy of note that their direct effect on the pH
and algal bloom with its ripple effect, imply that they
play a vital role in BOD degradation in the ISHJEWSP.

Table 7
Summary of output of regression analysis of Y (ypH) on X1 (xtemp), and X2 (xI)

Regression statistics

Multiple R 0.88695965
R2 0.78669741
Adjusted R2 0.78263451
Standard error 0.41100958
Observations 108

ANOVA
df SS MS F Significance F

Regression 2 65.41913 32.70957 193.6292 5.92E-36
Residual 105 17.73753 0.168929
Total 107 83.15667

Coefficients Standard error t Stat p-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 0.95646747 1.138883 0.839829 0.402912 −1.30173 3.214662 −1.30173 3.214662
X variable 1 0.22676593 0.04107 5.521451 2.45E-07 0.145332 0.3082 0.145332 0.3082
X variable 2 2.08980596 0.529161 3.949278 0.000142 1.040576 3.139035 1.040576 3.139035

21140 N.M. Ogarekpe et al. / Desalination and Water Treatment 57 (2016) 21130–21142



Similarly, the air entrainment associated with
hydraulic jump, suggests its positive impact on the
DO concentration of the ISHJEWSP.
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