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ABSTRACT

The values of sea water vapor pressure (SWVP) and boiling point elevation (BPE) are
required in the simulation, design, and optimization of processes in which sea water is
used, such as in the mining industry and in a desalination plant. The SWVP is modeled
using the model of Cisternas and Lam (CL). The literature on SWVP is reviewed, and
several models and SWVP data are selected to assess the CL model using other models that
are available in the literature. Two cases are analyzed in the application of CL model: first,
the sea water is modeled as a mixture of salt with fixed ionic strength fraction and the
capability of CL model to predict the SWVP is analyzed; next, as the second-best option,
the sea water is modeled as a pseudo 1:1 electrolyte, which requires a single empirical con-
stant to be set. The CL model is assessed using several models. Two sets of experimental
data are used to study the capability of the SWVP models regarding their interpolation,
extrapolation, and correlation of the data. The CL model usually gives the best results in
terms of the interpolation, extrapolation and correlation of the SWVP. In addition, the appli-
cation of the CL model to estimate the BPE is shown. An accuracy of 0.03 K was observed
in the prediction of the BPE.
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1. Introduction

Water is the basic natural resource for both the
development of human society and the survival of
ecosystems. Population growth, ongoing industrializa-
tion, and the need to increase agricultural production
all increase the stress on this vital resource; water has
thus become a bottleneck for the sustainable develop-
ment of increasing numbers of countries and regions.
For example, in the Antofagasta region (Chile), water
scarcity is one of the main problems for the mining
industry, whether for mine expansion, the exploitation

of existing mines or the development of new mines.
Antofagasta is located in the Atacama Desert, which is
commonly known as the driest place in the world.
Given this lack of water, the use of sea water has
become the most appropriate method for obtaining
water. Thus, several desalination plants based on
reverse osmosis have been installed to provide drink-
ing and industrial water. As a result, most of the new
mining projects have considered and continue to
include the use of sea water or desalinated water to
supply their operations.

The properties of sea water have become important
information for the development of these processes.
Sharqawy et al. [1] reviewed the correlations and data*Corresponding author.
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for the thermophysical properties of sea water. These
properties included density, specific heat capacity,
thermal conductivity, dynamic viscosity, surface ten-
sion, vapor pressure, boiling point elevation (BPE),
latent heat of vaporization, specific enthalpy, specific
entropy, and osmotic coefficient. They made compar-
isons among the correlations and provided recommen-
dations for each property, particularly over the ranges
of temperature and salinity that are common in ther-
mal and/or reverse osmosis sea water desalination
applications. Most of the correlations analyzed were
empirical, typically polynomial functions, with many
parameters. Note that polynomial models have poor
interpolation and extrapolation properties. In addition,
polynomial models primarily exhibit a poor trade-off
between shape and degree. To model data with a
complex behavior, the model degree must be high,
which means that the associated number of parame-
ters to be estimated will also be high. This can result
in highly unstable models. Recently, artificial neural
networks were applied to correlate and predict the
physicochemical, transport, and thermodynamic prop-
erties of sea water [2]. The artificial neural networks
model obtained provided lower deviations than did
other, more sophisticated models presented in the lit-
erature, with absolute deviations lower than 0.5%.
Although neural networks offer a number of advan-
tages, their “black box” nature, greater computational
burden, proneness to over fitting, and the empirical
nature of the model development are the main draw-
backs [3]. In addition, Pade´ approximants were used
to model the physicochemical, transport, and thermo-
dynamic properties of sea water for industrial applica-
tions [4]. The general models obtained were of
rational type and resulted in deviations similar to
those provided by the more sophisticated models pre-
sented in the literature, but with fewer parameters.
However, the empirical nature of the model develop-
ment is the main drawback of this work.

A summation of SWVP empirical models is given
in Table 1. The models are found to be valid only in a
limited range of temperature and salinity. These mod-
els require more than five fitting parameters or experi-
mental values of water vapor pressure. The sea water
properties can also be modeled using thermodynamic
models. For example, the specific Gibbs energy of sea
water can be used to model the heat capacities, freez-
ing points, and vapor pressures [9]. However, these
models are more complex and can be very demanding
for application in the optimization and design prob-
lems. In addition, Cisternas and Lam [10] compared
their model results with the thermodynamic models of
Pitzer and Bromley and found that the CL model
gives better results, with 1/2–1/12 of the errors

obtained for these methods. The objective of this work
is to show that the semi-empirical model of CL [11]
can be used to model both the sea water vapor pres-
sure (SWVP) and the BPE.

2. Cisternas and Lam model

Cisternas and Lam [11] developed a model of the
vapor pressure over electrolyte solutions based on a
single empirical constant for each electrolyte. The
method is based on the Kumar–Patwardhan procedure
to estimate the vapor pressure [12,13]. Cisternas and
Lam presented the following equation:

log10 P ¼ K I A� B

T � Es

� �
þ C� D

T � Es

� �
(1)

A ¼ As þ 3:60591 � 10�4 I þ Ms=2303 (2)

B ¼ Bs þ 1:382982 I � 0:031185 I2 (3)

C ¼ Cs � 3:99334 � 10�3 I � 1:11614 � 10�4 I2

þ Ms I ð1� vÞ=2303 (4)

D ¼ Ds � 0:138481 I þ 0:07511 I2 � 1:79277 � 10�3 I3

(5)

v ¼ 2ðtþ þ t�Þ=ðtþ Z2
þ þ t� Z2

�Þ (6)

where P is the vapor pressure (kPa), T is the tempera-
ture (K), I is the ionic strength (mol kg−1), Ms is the
molecular weight of the solvent, K is an electrolyte
parameter, and As, Bs, Cs, Ds, and Es are solvent
parameters. In Eq. (6), υ+ is the number of moles of
cations, υ– is the number of moles of anions produced
by the dissociation of one mole of the electrolyte, Z+

denotes the valence of the cation, and Z– denotes the
valence of the anion. Therefore, the model has six
parameters, one parameter for each salt (K) and five
parameters for each solvent (As, Bs, Cs, Ds, and Es).
The K values of 111 single electrolytes and solvent
constants for 5 solvents were reported by Cisternas
and Lam [11].

For a solution of n mixed electrolytes, the follow-
ing mixing rules were proposed:

Km ¼
Xn
i¼1

Yi Ki (7)

vm ¼
Xn
i¼1

Yivi (8)
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where Ki and χi are the values of these parameters for
the single electrolyte solution containing only elec-
trolyte i and Yi is the ionic strength fraction of elec-
trolyte i, which is calculated by dividing the ionic
strength of electrolyte i by the total ionic strength of
the mixture. In addition, if K is not available, then it
can be estimated using an equation with two constants
for each ion (K = K+ + K− + δ+δ−). The ion constant
values for 23 cations and 31 anions were reported by
Cisternas and Lam [11].

Cisternas and Lam [11] examined the model for
111 single and 37 mixed electrolyte systems up to
44 mol kg−1 of ionic strength. In addition, the model
was applied to electrolyte mixtures with methanol,
ethanol, isopropyl alcohol, isopentyl alcohol, acetoni-
trile, and water as solvents. This model has been
applied in several studies: for example, Koronaki et al.
[14] used the CL model to predict the humidity ratio
of liquid desiccant with LiCl, LiBr, and CaCl2 aqueous
solutions; Moghaddam et al. [15] used the model to
describe a small-scale, single-panel, liquid-to-air mem-
brane energy exchanger; and Valia et al. [16] used the
model to describe the fluid flow and heat and mass
transfer in a counter-cross-flow liquid-to-air mem-
brane energy exchanger. In all these cases, the results
were satisfactory.

3. Prediction of SWVP using the CL model

The CL model can be applied to the prediction or
correlation of the SWVP because the CL model can be
applied to aqueous electrolytes mixtures. The sea
water can be considered an aqueous mixture of elec-
trolytes. Two sets of experimental data are used to
study the capabilities of prediction of the CL model.
The first set of data was given by Higashi et al. [17]
and considers 128 SWVP data points ranging from 0
to 175˚C and salinities ranging from 18.07 to
289.05 g kg−1. Here, this set of experimental data is
named Higashi. The second set of experimental data
was given by Arons et al. [18], with 165 SWVP experi-
mental data points ranging from −10 to 35˚C and
salinities ranging from 9.03 to 289.05 g kg−1. This data-
set is named Arons.

The CL model can be applied to mixed electrolytes
using Eqs. (7) and (8). The ion relative concentration
in sea water is almost constant, and the ionic strength
fraction is thus also almost constant. The ionic
strength can be calculated using the following equa-
tion: I ¼ 0:019915 Sp=ð1� 1:00487 � 10�3 SpÞ, where Sp
is the salinity, expressed as g kg−1. The water con-
stants are as follows: As = −0.021302, Bs = −5.390915,
Cs = 7.192959, Ds = 1,730.2857, and Es = 39.53. How-
ever, the concentrations must be based on the elec-

trolyte concentration and not on the ion concentration.
Therefore, the sea water concentration must be
expressed in terms of electrolytes. There are several
ways to do so and, thus, several potential values for
the K and χ. Table 2 shows two alternatives to repre-
sent the sea water concentration. The compositions of
sea water components, based on the sea water miner-
alization, were compared with the values given by
Millero et al. [19]. The mineralization 1 showed a
mean absolute deviation of 0.0004 and a maximum
deviation of 0.0013 mol fraction. The mineralization 2
showed a mean absolute deviation of 0.0008 and a
maximum deviation of 0.0017 mol fraction. The K val-
ues obtained in both alternatives are similar, with val-
ues of 0.32192 and 0.32443 for alternatives 1 and 2,
respectively. The first alternative was developed con-
sidering that the main cations in sea water are Na+,
M2+, Ca2+, K+, and Sr2+ and that the main anions are
Cl−, SO2�

4 , and CO2�
3 (this also include HCO�

3 ) [20],
and it uses the K values that are available in CL [10].
The second alternative was developed based on the
usual mineralization given for sea water [21]. How-
ever, in this case, the K values for CaCO3 and CaSO4

electrolytes were not available, so these K values were
estimated based on the equation K = K+ + K– + δ+δ–.

To compare the experimental and calculated
SWVP, the average (�e) and maximum error (max e)
were calculated using the following equation:

Table 2
Two alternatives of sea water mineralization

Sea water
mineralization 1

Sea water
mineralization 2

Ionic Strength fraction
Na2CO3 0.0043 NaCl 0.6663
NaCl 0.8592 MgCl2 0.1718
CaCl2 0.0189 MgSO4 0.0790
KCl 0.0184 CaSO4 0.0530
MgSO4 0.0521 K2SO4 0.0212
MgCl2 0.0468 CaCO3 0.0069
SrCl2 0.0003 MgBr2 0.0019
Total 1 Total 1
K 0.32192 K 0.32443
χ 1.59629 χ 1.59693

Higashi data-set
�e 1.665 �e 1.696
max e 7.620 max e 7.744

Arons data-set
�e 2.055 �e 2.084
max e 8.983 max e 9.109
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ek ¼ 100 � Pexp
k � Pcal

k

Pexp
k

����
���� (9)

where ek is the error of data point k and Pexp
k and Pcal

k

are the experimental and calculated SWVP. The results
are given in Table 2. The average error for the Higashi
and Arons data-sets is approximately 1.7 and 2.0%,
respectively, and a maximum error of 7.7 and 9.1%
was observed for Higashi and Arons data-sets, respec-
tively. Better results are obtained for a small range of
temperature and salinity. For example, the average
error for the Higashi data-set from 273.15 to 448.15 K
and 18.07 to 289.05 salinity is approximately 0.8%,
with a maximum error of 2.8%. The same is observed
for the Arons data-set: for temperatures between
263.15 and 308.15 K and salinity between 9.03 and
289.05 g kg−1, the average error is approximately 1.0%,
and the maximum error is 3.0%. In conclusion, the CL
model can be used to predict the vapor pressure of
sea water by representing the ionic concentration
using an electrolyte concentration, with an average
error of 1.87%.

4. Correlation of SWVP using the CL model

The CL model can be used to correlate the SWVP
by assuming that the sea water is an aqueous solution
of a pseudo 1:1 electrolyte; this model is based on
equations 1 to 6, with χ = 2. The K values are obtained
by fitting the CL model to the experimental SWVP.
For the Higashi and Arons experimental data-sets, K
values of 0.03664 and 0.04702 were obtained, respec-
tively. The average and maximum error for both

data-sets are approximately 0.77 and 2.6%, respec-
tively (see supplementary material for more details).

Tables 3 and 4 give the parameters adjusted for
the CL model and the models given in Table 1 for the
Higashi and Arons data-sets, respectively. For the
Higashi data-set, the best results for both the average
and maximum errors are obtained using the CL
model; in addition, good results are observed for the
Millero model [8]. In contrast, for the Arons data-set,
the best results for both the average and maximum
errors are found for the Millero model, and the CL
model obtained the second-best results. Two interest-
ing observation are as follows: (1) the CL model
requires only one adjusted parameter, whereas the
Millero model requires eight parameters to be
adjusted; (2) the CL model gives very similar average
and maximum errors for both experimental data-sets.
Each model has a range of temperature and salinity
(see Table 1) where it can be applied, and these ranges
were not respected in this study. Fig. 1 compares the
experimental data with the results given by the CL
model.

5. Interpolation and extrapolation with the CL model

The capabilities in interpolation and extrapolation
of the CL model were studied and compared with the
other SWVP models. These studies are important
because they provide information on the robustness of
the model; this is the capability to represent SWVP at
different conditions (temperature and salinity)
from those used in the model fitting. The same
experimental data-sets were used.

Table 3
Correlation of SWVP using the Higashi data-set

Parameters

Models

Cisternas
and Lam Robinson

Emerson
and
Jamieson

Weiss and
Price

Valderrama and
Campusano 4.1

Valderrama and
Campusano 4.3 Millero

a 3.664 × 10−2 5.591 × 10−4 −4.235 × 10−9 1.738 × 10+2 −5.134 × 10−1 −5.042 × 10−1 1.176 × 10−5

b – 5.903 × 10−6 −1.526 × 10−6 −4.810 × 10+2 7.07 × 10−2 7.095 × 10−2 −7.257 × 10−5

c – – – −1.168 × 10+2 −7.004 × 10−4 −3.499E × 10−5 2.024 × 10−7

d – – – −9.730 × 10−4 −2.831 × 10−6 −7.954 × 10−5 −2.062 × 10−9

e – – – – 4.250 × 10−3 4.256 × 10−3 −3.067 × 10−5

f – – – – – −1.054 × 10−3 −3.507 × 10−6

g – – – – – −4.620 × 10−6 2.824 × 10−7

h – – – – – – −7.217 × 10−9

�e 0.785 0.923 1.356 2.169 2.473 1.623 0.779
max e 2.311 3.507 5.003 7.185 8.330 4.092 5.162
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Table 4
Correlation of SWVP using the Arons data-set

Parameters

Model

Cisternas
and Lam Robinson

Emerson and
Jamieson

Weiss and
Price

Valderrama and
Campusano 4.1

Valderrama and
Campusano 4.3 Millero

a 4.702 × 10−2 6.229 × 10−4 −4.317 × 10−9 1.867 × 10+1 −5.481 × 10−1 −5.179 × 10−1 −5.980 × 10−5

b – 2.803 × 10−6 −1.582 × 10−6 −5.268 × 10+1 7.149 × 10−2 7.149 × 10−2 −1.316 × 10−5

c – – – 3.773 × 10−1 −6.609 × 10−4 −3.232 × 10−5 1.606 × 10−6

d – – – −1.012 × 10−3 −2.896 × 10−6 −7.903 × 10−5 −6.138 × 10−8

e – – – – 4.303 × 10−3 4.174 × 10−3 −2.599 × 10−5

f – – – – – −1.037 × 10−3 −1.349 × 10−6

g – – – – – −4.812 × 10−6 −1.805 × 10−7

h – – – – – – 1.735 × 10−9

�e 0.760 2.057 1.388 1.495 3.905 1.805 0.404
max e 2.887 4.812 2.807 5.096 7.820 4.274 2.882

Fig. 1. Experimental (points) and correlated (line) SWVP using CL model: (a) at salinities of (from bottom to top) 18.07
and 289.05 g kg−1 (Higashi data-set) and (b) at salinities of (from bottom to top) 9.03 and 289.05 g kg−1 (Arons data-set).
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For the interpolation study, the Higashi data at
temperatures of 273.15, 373.15, and 448.15 K and salin-
ities of 18.07, 144.52, and 289.05 g kg−1 were used to fit
the parameters models. Next, the models were used to
predict (interpolate) SWVP at temperatures of 298.15,
323.15, 348.15, 398.15, and 423.15 K and salinities of
36.13, 54.20, 72.26, 90.33, 108.39, 126.46, 162.59, 180.66,
198.72, 216.79, 234.85, 252.92, and 270.98 g kg−1. Simi-
larly, the Arons data at temperatures of 263.15, 283.15,
and 308.15 K and salinities of 9.03, 144.52, and
289.05 g kg−1 were used to fit the parameters models.
Next, the models were used to predict (interpolate)
SWVP at temperatures of 273.15, 278.15, 288.15, 293.15,

298.15, and 303.15 K and salinities of 18.07, 36.13,
54.20, 72.26, 90.33, 108.39, 126.46, 162.59, 180.66,
198.72, 216.79, 234.85, 252.92, and 270.98 g kg−1. The
results are given in Tables 5 and 6 for the Higashi and
Arons data-sets, respectively. The best results for both
the correlated and interpolated data of the Higashi
data-set were obtained with the CL model, followed
by the Millero model. In addition, good results were
observed for the Robinson model [5]; however, this
model requires the experimental values of water vapor
pressure at the temperature of evaluation. For the
Arons data-set, the opposite was observed: the best
results were obtained for the Millero model, followed

Table 5
Interpolation of SWVP using the Higashi data-set

Parameters

Model

Cisternas
and Lam Robinson

Emerson and
Jamieson

Weiss and
Price

Valderrama and
Campusano 4.1

Valderrama and
Campusano 4.3 Millero

a 4.198 × 10−2 5.557 × 10−4 2.112 × 10−5 1.705 × 10+2 −5.031 × 10−1 −5.018 × 10−1 −1.462 × 10−6

b – 5.768 × 10−6 −1.526 × 10−6 −4.745 × 10+2 7.052 × 10−2 7.101 × 10−2 −7.053 × 10−5

c – – – −1.140 × 10+2 −8.205 × 10−4 −8.805 × 10−5 4.461 × 10−8

d – – – −9.771 × 10−4 −2.831 × 10−6 −7.904 × 10−5 −2.062 × 10−9

e – – – – 4.224 × 10−3 4.260 × 10−3 −3.070 × 10−5

f – – – – – −1.062 × 10−3 −2.677 × 10−6

g – – – – – −4.620 × 10−6 2.824 × 10−7

h – – – – – – −7.217 × 10−9

�e 0.805 0.872 1.238 2.127 3.015 1.529 0.994
max e 1.341 2.733 3.658 3.534 4.666 3.109 5.079
�e (inter) 0.781 0.940 1.660 3.467 2.541 1.076 0.877
max e

(inter)
2.055 3.068 3.564 8.143 5.412 3.015 5.986

Table 6
Interpolation of SWVP using the Arons data-set

Parameters

Models

Cisternas
and Lam Robinson

Emerson and
Jamieson

Weiss and
Price

Valderrama and
Campusano 4.1

Valderrama and
Campusano 4.3 Millero

a 4.137 × 10−2 6.587 × 10−4 1.123 × 10−5 1.862 × 10+1 −5.584 × 10−1 −5.257 × 10−1 −6.284 × 10−5

b – 4.711 × 10−6 −1.582 × 10−6 −5.254 × 10+1 7.141 × 10−2 7.145 × 10−2 −1.316 × 10−5

c – – – 3.786 × 10−1 −7.442 × 10−4 −5.681 × 10−5 1.589 × 10−6

d – – – −1.075 × 10−3 −3.298 × 10−6 −7.917 × 10−5 −6.138 × 10−8

e – – – – 2.059 × 10−3 3.144 × 10−3 −2.589 × 10−5

f – – – – – −1.093 × 10−3 −1.349 × 10−6

g – – – – – −2.901 × 10−6 −1.805 × 10−7

h – – – – – – 1.735 × 10−9

�e 1.155 2.444 1.062 2.099 6.610 4.313 0.729
max e 2.766 5.006 2.984 3.521 15.663 8.411 2.661
�e (inter) 0.749 4.779 1.514 1.980 4.978 3.207 0.395
max e

(inter)
2.738 5.249 3.109 3.878 14.439 8.225 1.841
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by the CL model. The Emerson and Jamieson model
[6] also gave good results, but similar to the Robinson
model, the experimental value of water vapor pressure
is required.

For the extrapolation study, data from Higashi at
temperatures of 323.15, 348.15, 373.15, and 398.15 K
and salinities of 72.26, 90.33, 108.39, 126.36, 144.52,
162.59, 180.66, 198.72, and 216.79 g kg−1 were used to
fit the parameter models. Next, the models were used
to predict (extrapolate) the SWVP at temperatures of
273.15, 298.15, 423.15, and 448.15 K and salinities of
18.07, 36.13, 54.20, 234.85, 252.92, 270.98, and

289.05 g kg−1. In an analogous manner, data from
Aron at temperatures of 278.15, 283.15, 288.15, and
293.15 K and salinities of 72.26, 90.33, 108.39, 126.46,
144.52, 162.59, 180.66, 198.72, and 216.79 g kg−1 were
used to fit the parameter models. Next, the models
were used to predict (extrapolate) the SWVP at tem-
peratures of 263.15, 268.15, 273.15, 298.15, and
303.15 K and salinities of 9.03, 18.07, 36.13, 54.20,
234.85, 252.92, 270.98, and 289.05 g kg−1. The results
are given in Tables 7 and 8 for the Higashi and Arons
data-sets, respectively. Several models are found to
provide good results in the correlation of the

Table 7
Extrapolation of SWVP using the Higashi data-set

Parameters

Models

Cisternas
and Lam Robinson

Emerson and
Jamieson

Weiss and
Price

Valderrama
and
Campusano 4.1

Valderrama
and
Campusano 4.3 Millero

a −1.102 × 10−3 5.910 × 10−4 −4.128 × 10−6 1.629 × 10+2 −4.643 × 10−1 −4.901 × 10−1 1.466 × 10−4

b – 5.903 × 10−6 −1.694 × 10−6 −4.551 × 10+2 7.055 × 10−2 7.103 × 10−2 −6.668 × 10−5

c – – – −1.084 × 10+2 −8.547 × 10−4 −9.944 × 10−5 4.461 × 10−8

d – – – −9.719 × 10−4 −2.831 × 10−6 −7.894 × 10−5 −2.062 × 10−9

e – – – – 4.203 × 10−3 4.256 × 10−3 −4.734 × 10−5

f – – – – – −1.060 × 10−3 −2.677 × 10−6

g – – – – – −4.620 × 10−6 2.824 × 10−7

h – – – – – – −7.217 × 10−9

�e 0.714 0.636 1.071 0.478 0.654 0.352 0.749
max e 1.451 1.571 3.121 1.630 2.015 0.805 1.441
�e (extra) 0.940 1.028 2.176 5.265 2.436 1.250 1.353
max e

(extra)
4.142 4.095 8.281 20.545 8.328 4.291 8.354

Table 8
Extrapolation of SWVP using the Arons data-set

Parameters

Models

Cisternas
and Lam Robinson

Emerson and
Jamieson

Weiss and
Price

Valderrama and
Campusano 4.1

Valderrama and
Campusano 4.3 Millero

a 2.443 × 10−2 4.347 × 10−4 5.668 × 10−6 1.866 × 10+1 −4.998 × 10−1 −4.992 × 10−1 −4.137 × 10−5

b – 2.546 × 10−6 −1.822 × 10−6 −5.265 × 10+1 7.126 × 10−2 7.137 × 10−2 −1.327 × 10−5

c – – – 3.880 × 10−1 −7.484 × 10−4 −5.705 × 10−5 1.589 × 10−6

d – – – −9.226 × 10−4 −3.864 × 10−6 −7.948 × 10−5 −6.138 × 10−8

e – – – – 3.382 × 10−3 4.195 × 10−3 −2.567 × 10−5

f – – – – – −1.050 × 10−3 −1.349 × 10−6

g – – – – – −4.792 × 10−6 −1.805 × 10−7

h – – – – – – 1.735 × 10−9

�e 0.359 1.683 1.274 0.420 1.236 0.693 0.227
max e 1.139 3.205 2.812 1.266 3.183 1.598 0.598
�e (extra) 0.992 3.122 2.275 2.412 3.671 1.693 0.628
max e

(extra)
2.900 9.322 6.175 8.473 12.921 5.296 4.257
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experimental SWVP. Indeed, for the Higashi data-set,
the Valderrama and Campusano 4.3, Weiss and Price
[7], Robinson, Valderrama and Campusano 4.1, CL,
and Millero models gave average errors of 0.35, 0.48,
0.64, 0.65, 0.71, and 0.75%, respectively. However, the
prediction (extrapolation) average error for the CL,
Robinson, Valderrama and Campusano 4.3, Millero,
Valderrama and Campusano 4.1, and Weiss and Price
models was 0.94, 1.03, 1.25, 1.35, 2.44, and 5.27%,
respectively. In addition, the maximum error in the
extrapolation was over 8% for all models, with the
exception of the Robinson, CL, and Valderrama and
Campusano 4.3 models, which gave values of 4.10,
4.14, and 4.29%, respectively. For the Arons data-set,
the models of Millero, CL, Weiss and Price, and
Valderrama and Campusano 4.3 gave correlation aver-
age errors of 0.28, 0.36, 0.42, and 0.69%, respectively.
However, for the extrapolation, only the Millero and
CL models gave average error values below 1%.
Again, the maximum extrapolation error were high
for almost all of the models, with the CL and Millero
models having acceptable values (2.90 and 4.26% for
the CL and Millero models, respectively).

6. Prediction of the BPE using the CL model

The boiling temperature of sea water is higher than
that of pure water at a given pressure by an amount
named the BPE because increasing the salinity of sea
water lowers the vapor pressure. The vapor pressure
and boiling temperature can be obtained from each
other by inverting the boiling temperature function
and the vapor pressure function, respectively. There-
fore, the CL model can also be used to estimate the
BPE. Using the same K value used for vapor pressure
(K = 0.03664), the CL model was applied to predict the

BPE of sea water solutions. The values were compared
with the values given by the Fabuss and Korosi [22]
model. The Fabuss and Korosi model is valid for
0 ≤ t ≤ 200˚C and salinity from 0 to 120 g kg−1, with
an accuracy of 0.018 K [1]. The results are shown in
Fig. 2; the accuracy of CL model compared with the
Fabuss and Korosi model is 0.015 K.

7. Conclusions

In conclusion, the CL model can be used to predict
the vapor pressure of sea water by representing the
ionic concentration using electrolyte concentration,
with an average error of 1.87%. In addition, the CL
model can be used to correlate the SWVP with an
average error of 0.77% using the parameter K as a fit-
ting parameter and by considering the sea water to be
a pseudo 1:1 electrolyte. Only the Millero model gives
similar results for SWVP correlation, but it requires
eight fitting parameters. On average, the best results
for prediction (interpolation and extrapolation) of
SWVP are obtained using the CL model. The Millero
model also gives good average errors, but the maxi-
mum error is approximately two times the value of
the CL model. The CL model can also be used to pre-
dict the BPE with good accuracy.

Supplementary material

The supplemental material for this paper is avail-
able online at http://dx.doi.org/10.1080/19443994.
2015.1135481.
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