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ABSTRACT

Power industry belongs to those branches of the industry in Poland whose impact on the
environment is extremely negative, especially due to the emission of different types of
pollutants into atmosphere. Therefore, appropriate prevention or dealing with the threats to
the natural environment is a key issue of the environmental management system in each
thermal power plant. That involves planning, designing and implementation of such activi-
ties that may prevent or reduce air pollution emissions to the safe level. These activities
should be directed not only on the primary air pollutants (CO,, CO, SO,, NOy and dust),
but also micropollutants (Cl,, Cu, Cr, Pb and F), which pose a serious threat to the natural
environment, as well as peoples’ health and life. In order to plan appropriate ventures
aimed at reducing the micropollutants emissions, it is imperative to conduct the analysis of
the micropollutants emissions size changeability in time. Seasonal patterns for micropollu-
tants emissions in the thermal power plant, situated in the Silesian Region in Poland, is
identified by using two of the seasonal adjustment time series methods (X-12-ARIMA and
seasonal dummies model). Next, Markov switching models were estimated on the basis of
monthly data from January 2006 to June 2012 (78 months) in order to detect switches in
volatility regimes of micropollutants emissions.

Keywords: Environmental management; Micropollutants emissions; Thermal power plant;
Seasonal adjustment time series methods; Markov-switching models

1. Introduction Apart from energy security, an increase in energy
effectiveness, a greater use of renewable energy
sources and development of competitive fuel and
energy markets, the energy sector has been set new
tasks connected with environment protection, in par-
ticular limiting the negative impact of power industry
on environment [1]. However, the implementation of

The main goals of national energy policy and stra-
tegic directions of State’s operations in this area have
been included in the Polish Energy Policy until 2030.
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the objectives of environmental policy is associated
with incurring high capital expenditures. The
Operational Program Infrastructure and Environment
was one of the EU programmes, planned for
2007-2013 for supporting environmental activities in
Poland [2].

Environment protection is mentioned as one of the
energy problems in the global social perspective [3].
Ecological actions are mainly aimed at elimination of
solutions which are harmful to the environment and
increased energy economy effectiveness. Moreover,
the research has shown that it is possible to reconcile
the environmental protection and the financial success
in the case of businesses. It has been proved that envi-
ronmental measures and activities such as environ-
mental impact assessment, design for environment,
pollution prevention and cleaner production, or envi-
ronmental management systems are related to gaining
competitive advantages and higher financial perfor-
mance [4].

In the case of thermal power plants, mainly prod-
ucts of fuel burning have an impact on the environ-
ment, so do the ones that come from the fuel circle
including:

(1) exhaust gases containing—uncaptured by dust
collectors—fly ash,

(2) sulphur dioxide,

(3) nitric oxides, carbon monoxide and carbon
dioxide, fly ash captured by dust collectors,

(4) slag,

(5) copper, chromium, lead, benzo(a)pyrene, chlo-
rine, fluorine and

(6) waste and sewage from the exhaust gases
desulfurization.

Unfortunately, hard coal and lignite coal have
been comprising the basic energy source in the pro-
cess of production of both thermal energy and elec-
tricity in Poland [5]. Thermal power stations should
then aim at changing the energy sources from conven-
tional ones into renewable ones due to more and
more restrictive law regulations in the scope of air
protection. In Poland limits of pollutants on the level
of national emission is defined by the decree of the
Ministry of Environment of the 3rd of March 2008
regarding the acceptable level of some substances in
the air (Journal of Laws 2008 nr 47 pos. 281). These
limits reflect the commitments included in the
directive of the European Parliament and Council
2001/81/WE of 23rd October 2001 on national emis-
sion levels of some air pollutants. The regulations of
the abovementioned directive transfers on Polish
ground the Law on Environment Protection (Journal

of Laws nr 25 pos. 150 with future amendments).
Apart from the mentioned acts, there are numerous
other law regulations applicable concerning immission
and emission of air pollutants, which will not be dis-
cussed in the paper since they do not refer to the
main subject matter.

Due to economic effectiveness one should try to
achieve such a level of particular pollutants, includ-
ing micropollutants, which could ensure that the
costs of their reduction are possibly the lowest and
they do not exceed external costs. It may be helpful
here to apply technologies which reduce pollution
and introduce new clean production systems. More-
over, each economic subject producing pollutants, in
this power plants, is obliged to comply with the
rules of environment protection policy, the aim of
which is also to prevent negative effects of enter-
prise activity.

Although the amount of emission of such pollu-
tants as: copper, chromium, lead, benzo(a)pyrene,
chlorine and fluorine is relatively small, they pose a
serious threat to health and people’s lives as well
as the natural environment. Therefore, it is impor-
tant to take into consideration pro-environment
activities aimed at this group of pollutants in
environmental managing of the thermal power plant
and applying pro-environmental assumptions and
standards.

To authors’ knowledge, there are, statistically, an
insufficient number of studies examining the
micropollutants emission process focused on decom-
position of the quantity of emission into both
deterministic and stochastic components. Most of this
type of statistical research has been devoted to car-
bon dioxide emission [6,7]. Additionally, this paper
differs from the existing literature because the
authors have implemented Markov-switching models
for detecting switches between the low and high
volatility regimes of air pollutants emissions and
energy production in the thermal power plant. Such
information may be useful in the decision-making
process about the size of energy production from
non-renewable sources in the thermal power plant
simultaneously with the maintaining of the control
over the issues of the micropollutants emissions into
the atmosphere.

Micropollutants, being a negative side effect
of fuel burning process, should be thoroughly ana-
lysed. A partial solution to the problem may be the
application of renewable energy sources. Renewable
energy is becoming a key pillar of a new energy
paradigm due to the role it plays in increasing
energy security and decarbonisation of global
economy [8].



A. Wiodarczyk and A. Mesjasz-Lech | Desalination and Water Treatment 57 (2016) 993-1011 995

2. Environmental management system in the thermal
power plant

All applied in power plants methods which pre-
vent or minimize the negative impact on the natural
environment should bring not only ecological effects
but also the economic ones. This is in line with the
basic assumption of the ecological policy that involves
pro-ecological activities contributed to environment
protection through limiting negative effects for
particular elements of the environment, caused by
production, distribution and consumption processes,
preserving at the same time quantity and economic
standards. Economic effects are mostly connected with
limiting the costs due to applied technologies and
designing material flow models in closed cycles. Eco-
logical effects are reflected primarily in decreased pol-
lution emission and waste generation. Environment
protection processes in thermal power plants should
be integrated with the general management system.
This is possible through the implementation of envi-
ronmental management concept in the power plant
operations. Integrated systems of pollutants flow and
information associated with them are created within
this concept in order to produce and transform physi-
cal goods optimally. One of the goals of environmen-
tal management is to perceive and comply the
processes realized in power plants with required stan-
dards of environment protection preserving at the
same time desired standards of quality and economy.

Environmental management systems involve eco-
logical aspects of the functioning of an enterprise [9].
More and more frequently the attention is paid to
green energy created in the process which does not
pose a threat to the natural environment [10]. Imple-
mentation of environmental management is indispens-
able in order to decrease a negative impact of thermal
energy on natural environment. Power stations consti-
tute an exceptional danger to the ecosystem mainly
because of the type of fuel used in the energy produc-
tion and the technological process itself. The basic
energy source in the examined power station is coal.
Energetic coal is characterized by:

(1) calorific value, i.e. combustion heat and fuel
value,

(2) moisture,

(3) combustible elements content,

(4) ash content,

(5) sulphur and trace elements content and

(6) susceptibility of pulping.

For the sake of environment protection: the calo-
rific value, the ash and sulphur content, the trace and

radioactive elements content are important. The calo-
rific value determines the amount of coal which
should be burned in the electric and heat energy pro-
duction. The ash content determines the ash dirty
fumes, the ash fall on the ground, the amount of dust
in atmospheric air and the amount of removed slag.
The sulphur content tells about the extent of sulphur
air pollution, the trace and radioactive elements con-
tent about the additional harmfulness of ash fall and
dust that is in the air. Trace elements, after the coal
has been burnt, become the constituents of fly ash and
slag. Coal parameters influence exploitation of thermal
power station and therefore indirectly have an influ-
ence on natural environment. Considering the fact that
there is no direct dependence between coal parameters
and pollutants emission and low coal parameters vola-
tility of the examined power station in the assumed
period of research, the author decided not to deter-
mine cause-result dependencies of these variables and
concentrated on time series analysis.

A technological process of power plant consists of
following cycles: fuel, steam, water and electric
[11,12]. In fuel cycle the production fuel (coal) is sup-
plied. Due to the fact that mainly the quality of coal
has an impact on environment, the following pro-
cesses have to take place in the fuel cycle: removing
and clearing of boiler fumes, removing of fly ash
retained in pollutant reduction systems, removing of
slag from under the boilers. A steam cycle is a self-
contained system, filled up with additional water and
consists of: a boiler, steam pipelines, turbine with
steam condenser, condensation pumps, condensation
pipelines, water supply pumps, regeneration heater,
gas reduction installations and water supply pipelines.
A water cycle is connected with a steam cycle. It
includes a water cooling system (self-contained-
cooling tower, open-natural water reservoirs), addi-
tional water installation, a steam cycle supply water
system and a self-contained system of cooling water.
In the electric cycle, electric and heat energy produc-
tion takes place. The cycle consists of: a generator, a
transformer raised voltage, power brought lines, a
transformer fallen voltage and own power plants
equipment (e.g. distributors, cables and electric
motors).

Implementing some pro-environmental activities in
thermal power plants aim at minimizing micropollu-
tants emission, which poses some threats to both the
environment and people, should be the consequence
not only of the legal and administrative obligations
and prohibitions in this respect, but a display of eco-
logical awareness of the managerial staff. Ecological
awareness influences the value system and contributes
to pro-ecological attitudes [13,14]. Electro energy is
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one of the most important sub-systems of the state’s
energy infrastructure [15]. Therefore, thermal power
plants should consequently implement pro-ecological
activities in order to increase their competitiveness
and satisfy the ecological demands of more and more
aware clients.

3. Micropollutants emission data description

The problem of micropollutants emitted by thermal
power plants is not discussed in the literature of the
subject. This is connected with a low level of such
emission generated by these economic subjects and its
high volatility. Empirical goal of this article is to ana-
lyse the quantity and costs of the micropollutants
emission into the atmosphere, which were produced
by the thermal power plant, situated in the Silesian
Region in Poland. This subject seems to be very
important in the context of the environmental manage-
ment issue, the statutory limitations of emissions of
greenhouse gases resulting from the ratification of the
Kyoto Protocol and the history of the region, whose
economy was based on coal mining. The statistical-
econometric analysis was conducted on the bases of
the following time series of micropollutants emission:

30000f | =Tl g
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10000

chlorine (Clemission), fluorine (Femission), some heavy
metals (lead (Pbemission), copper (Clemission), chromium
(Cremission))- Monthly frequency data-set covered the
period from January 2006 to June 2012 (Fig. 1). Values
of particular pollutants emission used in the research
come from the database of the examined power sta-
tion. Data concerning pollutants emission are mainly
gathered for the need of statistical and government
reports, which the power station is obliged to prepare.
The goal of measuring the level of pollutants emission
guarantees therefore high accuracy and quality of the
data-set concerning it.

Analysing Fig. 1, the authors noticed a similar
dynamism of the amount of heavy metals generated
when coal is burned in the process of energy produc-
tion (Pbemissionr Cremission and Cuemission) and emitted
dust and fluorine (Femjssion), While each of these time
series was characterized by a decreasing tendency in
the analysed period. In order to find out the regularity
in shaping air pollutants emission into the atmosphere
descriptive statistics were determined and tests (a sta-
tionarity test (ADF, PP), a serial correlation test (B-P)
and a heteroscedastisity test (ARCH)) verifying the
dynamic structure of time series were conducted
(Tables 1 and 2) [16,17].
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Fig. 1. Micropollutants (upper panel) and primary air pollutants (middle panel) emissions into the atmosphere, energy
production (lower panel) in thermal power plant, January 2006-June 2012.



997

A. Wiodarczyk and A. Mesjasz-Lech | Desalination and Water Treatment 57 (2016) 993-1011

‘[AS[ 100 Y3 e JNSII dY) JO DULdYIUIIS dY} S9LdIPUL,
*S19)OeIq Ul anjea-d ‘9IemIJos dLIPUWOU0d We—p| SAIDDJ UI UOLE[NO[Ed UM() :90IN0G

[000°0] C19°S— e c— [000°0] 222 [000°0] Z£°€T [000°0] €8°19 [000°0] 86°1S [000°0] S£°C¢ [BIN] "™ 0D
[100°0] €26 F— #8LL°G— [000°0]1 9S'TT [000°0] 66°0% [000°0] 0S° 10T [000°0] 6£°8% [000°0] ¥£'9¢ [BIN] "ot D
[¥00°0] ¥1¥'¥— 068°¢— [000°0] 8c€L [000°0] 1Z°06 [000°0] 89°¢8 [000°0] 4529 [000°0] £9°S€ [SIN] " XON
[000°0] £9T'S— 86 F— [000°0] sScT [000°0] 8¥'69 [000°0] Z£4'6€1 [000°0] 85°¢8 [000°0] €8°'SE [BIN] "***"20s
[000°0] 965 F— #816°9— [000°0] Z8'S1T [000°0] 19°SS [000°0] 0%'991 [000°0] 09°69 [000°0] 6£C€ [YMD] UewrPerd{Graug
HWE_ ﬂo_mmﬁhwu—mzo \_HWV: ﬂoﬁmm_awm
[100°0] CI8¥— 617 ¢c— [000°0] 008C  [000°0] 9S°0ST [000°0] ZZ'08C  [000°0] #2041 [000°0] €9°%S FHOISSTHIOq ] MHOISSTR Ty HomssTon T
[962°0]1 099'C— /80°¢—  [000°0] 129’61 [000°0] 92¥'€S [000°0] 6S'6€F  [000°0] T€'99¢ [000°0] OT'T9 [34] oD
(puany pue (puaxny pue 61 HOUV [-T HOUV  (CD)DI_IJ-X0g  (G)dIIJ-X0g  (])IdIdIJ-X0g sonsnelg
ydeoroyur) -  3daodioyur) Jav
suorssture syueinod Ire A[yuowr Jo SaLIdS W JO S3s9) uonedyads orureuiq
7 29el
'S}odDRIq UT aN[eA-d ‘DIEMIJOS DLIJPUWIOU0ID Ue—y [ dAIDDJ Ul UOIIE[NI[Ed Um() :90IN0g
[¥0¥°0] 1181 6201 ¥£%7°0— [68T°0]1 88C°0— /8°TC 8v'al GT'L6 0449 [BIN] "™ 0D
[628°0] S££0 [116°01 090°0— [6€5°0] £Z91°0— 611 0681728 T'1941S€  6'99€T9¢C [BIN] "o T0D
[021°0] 8€TF [969°0] 0¥C'0  [0%0°0] 8SS0 £E0C FCCIl SH/88 0S'18S [SIN] " ™™ON
[¥00°0] 026°01 [676°0]1 6680  [€00°0] 8640 6%°9¢ 06°18¢ £9°€S9'C 09 TFF'1 [BIN] "ot 0g
[000°0] €¥T'ST [¥00°0] £9S'T  [000°0] CST'T 8999 2009 96'90€ 68601 [BIN] “O™™ysng
[£8¢0] 106'T [GST°0] 9924°0— [166°0] £000— 6T St [4Wh7 88'60% 0T 01€ [UMD] UorrPerd{Sroug
[000°0] €¥T'ST [$00°01 £9S'T  [000°0] ¢ST'T 9696 8’1 902 e [] vOrrog
[000°0] €¥T'ST [¥00°0] £9S'T  [000°0] ¢ST'T G996 0C'z ¥89¢ 12C1 [3] "orPqq
[000°0] €¥T'ST [¥00°0]1 £9S'T  [000°0] CST'T 9996 009 0£°0€ 6501 [3y] versrery
[000°0] €¥T'ST [$00°01 £9S'T  [000°0] ¢ST'T 6996 17 8G°¢I1 81°6€ [3] "orreny
[€000] Se6'TT [S96°0]1 €20'0—  [000°0] 8560 VLTI 68’190/ 7'6€00€  89°€97°9 [3Y] "oy
erog-onbie[  sisopmy ssooxy SSOUMING  [%] IUSIOYJO0D UOTjelIe  UOLRIAQP plepue)g WNWIXEA UBIA sonsnelg

juerd romod pewwray) £q suorssruua syuenprod Ire Appuou jo sonsnels aandrosa

I 2[qeL



998 A. Whodarczyk and A. Mesjasz-Lech | Desalination and Water Treatment 57 (2016) 993-1011

Analysing the results from Table 1, the authors
notice that in the category of micropollutants, the ther-
mal power plant, on average, emitted the largest
amount of chlorine (6263.68 kg, which constitutes
98.974% of the emission level of all other micropollu-
tants), then copper (39.18 kg—0.62% emission of all
micropollutants), lead (12.71 kg—0.2%), chromium
(10.59 kg—0.17%) and fluorine  (2.44 kg—0.04%)
monthly into the atmosphere. It should be also
stressed that chlorine emission was characterized by
the highest volatility in the monthly scale (112.74%).
Generally, monthly volatility of an emission scale of
other micropollutants was relatively high (about
56.7%) in comparison with carbon dioxide emission
volatility which amounted to 14.19% or sulphur diox-
ide (26.49%). Due to such high fluctuations of the rate
of micropollutants into the atmosphere by thermal
power plants the issue of modelling their emission
volatility, undertaken by the authors, seems to be
important and justified, particularly in the context of
their harmfulness to the whole ecosystem. Presented
in Table 1 results of Jarque—Bera test indicate a normal
distribution of energy production quantity and CO,,
CO and NO, emission rate. Moreover, the authors
noticed that skewness coefficients, kurtosis characteris-
tic of distribution of the micro-pollutant emission into
the atmosphere took the same value for all micropol-
lutants and dusts emission. Similar regularities can be
observed while analysing autocorrelation tests statis-
tics (orders 1, 5 and 12), ARCH effect (orders 1, 5) and
unit roots occurrence for time series of micropollutants
and dusts emission, which indicates a similarity in a
dynamic development of these phenomena.

In the case of all analysed time series the authors
have confirmed the effect of autocorrelation dependen-
cies occurrence from the 1Ist order to the 12th inclu-
sively (Box—Pierce statistics in Table 2), which may
indicate the occurrence of seasonal effects connected
with some different energy production structures in
particular months of the year. The importance of the
statistics in the ARCH effect test for each order of pol-
lutants indicates the occurrence of the variance group-
ing effect (Table 2) and justifies heteroskedastic
specification of Markov-switching model used in the
next stage of research.

Additionally, using the EViews 8 econometric soft-
ware package the Phillips—Perron test (PP) was con-
ducted for investigating the stationarity of the
micropollutants emissions level, primary pollutants
emissions and energy production. The PP test is more
powerful than the ADF test and the PP test does not
require any assumptions about the type of serial corre-
lation or heteroscedasticity in the error disturbances
[6]. The results of the PP test indicate non-stationarity

a4
Jan Jun Nov Apr Sept Feb Jul

Dec May Oct Mar Aug Jan

——Rates of relative chain growth for micro-pollutants emission costs

Fig. 2. Monthly changes for the micropollutants emission
cost in Silesian thermal power plant, January 2006-June
2012.

of only one time series, namely, chlorine emission into
the atmosphere.

The next type of data taken into consideration in
the analysis refers to micropollutants emission costs
into the atmosphere (Fig. 2).

In order to evaluate the dynamics of air pollutants
emission cost in the thermal power plant from January
2006 to June 2012 the monthly relative changes for
these variables were computed (Fig. 2). Both changes
in the micropollutants emission level and costs of this
emission are high and irregular. The biggest changes
for the distinguished variables were observed in July
2006, December 2007, January and July of the third
analysed year, July 2009, February and March of the
fifth analysed year. Particularly in the case of chlorine
and lead emission costs, the year 2006 was character-
ized by very high emission costs relative to ones
observed in subsequent years, which can be explained
by the lack of required emission decisions resulting in
an increase in charges.l In other words, the authors
observed periods during which the pollutants emis-
sion cost process were generated by various regimes
to which part of variable values is attributed.

This observation can be confirmed while compar-
ing the values of determined variation coefficients for
the emission costs, which for chromium emission
reached the value of 164% and for lead 135% (Table 3).
A very high cost variation was also observed in the
case of chlorine emission (110.2%). In the half of ana-
lysed months the total micropollutants emission cost

'The authors treated this situation as unusually but likely
to be repeated in the future, because of the fact that fluctu-
ations of the pollutant emission costs may be caused
among others by improper forecasting values of emission
quantities and future legal changes concerning the issues
of the impact of energy production on the environment.
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Table 3

Descriptive statistics of monthly micropollutants emissions costs by thermal power plant

Statistics Minimum Mean Maximum Median Standard deviation Variation coefficient [%]
Cleost [€] 36.43 1,206.32 5,591.11 201.60 1,329.33 110.20

Cuost [€] 2.25 7.25 21.68 5.70 4.10 56.63

Creost [€] 25.85 222.18 1,538.19 92.81 364.80 164.19

Pb.ost [€] 24.82 156.27 922.91 89.10 210.60 134.77

Feost [€] 0.14 0.48 1.35 0.50 0.25 52.22

Source: Own calculation in PcGive 14—an econometric software.

into the atmosphere did not exceed 398.71 €, while the
highest cost was connected with chlorine (201.60 €),
chromium (92.81 €) and lead (89.20 €). Insignificant
costs accompanied the emission of copper and fluorine
into the atmosphere.

Thus, it is difficult to notice any regularities
regarding both rise and falls of emission level and
costs. Because of this the analysis of the amount of
emitted pollutants and the costs connected with it is
difficult and needed the use of more advanced statisti-
cal methods. This situation justified the use of Mar-
kov-switching models in order to describe dynamics
of processes that are subject to discrete (either rapid
or gradual) changes with time, for example, such as
the ones observed in 2006. Therefore, the irregular
behaviour of pollutants emission amount and cost
time series, indicative of the occurrence of different
volatility regimes, may be characterized by the use of
Markov-switching models, in which the change of
parameters occurs together with the regime change.

4. Research methodology

In the first step of analysis the authors investigated
the seasonal patterns for micropollutants emissions
and compared them to the seasonal patterns for both
the primary air pollutants emissions (carbon dioxide
(COsemission), dust, carbon monoxide (COgmission),
nitrogen oxides (NOyemission), sulphur dioxide
(502emission)) and energy production observed in the
thermal power plant. In the second part of the empiri-
cal research the time-varying volatility process over
different volatility regimes for monthly quantity and
the cost of micropollutants emissions were examined.
Finally, a degree of similarity between the occurrence
of periods of high volatility of primary air pollutants
emissions, energy production and periods of high vol-
atility of micropollutants emissions was determined.
The concept of a research study is presented in Fig. 3.

The first stage of the analysis is connected with the
seasonal adjustment of time series of air pollutants
generated in the thermal power plant and the series of

Application of seasonal
adjustment methods (X12-
ARIMA or seasonal dummy

=the comparison of
seasonal patterns
of air pollutants
emissions

variables) to time series of
sir pollutants

Application of univariety

identyfing the
periods of high
wvolatility of air
pollutants emissions

heteroscedastisity Markov-
switching models tolog-
returns of seasonal adjusted
time series

Computing the correlation
coefficients and concordance
Indexes among smoothed

=evaluation of the
similarity degree of
oecurrence of high
volatility regimes of
air pollutants

probabilities of high volatility
regime for air pollutants time
serles emissions

Fig. 3. The concept of studying the similarity among
micropollutants emissions, primary air pollutants and
energy production in Silesian thermal power plant.

produced energy. Two approaches have been used in
the article to data seasonal adjustment: the first one is
connected with the application of seasonal dummies
[6,18], and the second one uses the procedure X-12-
ARIMA, developed by Census Bureau in US [7,19,20].
At the beginning the conditional mean equation was
specified on the basis of properties of analysed time
series (seasonal patterns and strong serial correlation).
Eq. (1) includes seasonal dummies, whose task is to
describe a monthly seasonality in the shaping of
energy production and air pollutants emissions:

12
Iny, =ag+mt+ Y BDi+eInyer+& M
i

where D;—dummy variable which equals 1 in month
“” and 0 otherwise (i=2, 3, ... 12), t—time variable,
y—time series of pollutants or energy production,
o;, B; , o;—model parameters, &,—residuals.

’The logarithmic transformation of time series brings two
advantages: variance stabilization and multiplicative char-
acter of seasonal deviations.
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This model for each analysed time series of air pol-
lutants and energy production was estimated with the
OLS method. Seasonal fluctuations amplitudes for the
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Therefore, it is possible to determine in the
following way the transition probabilities matrix
P (4) [23]:

s, =0 s,=1 s, =N-—
S =0 Poo  Pol PoN-1
S =1 P P Pin-1
pP= (pi|j) _ t+1 :\0 :I \: 4)
St =N=1| Py Py PN-N-1
> 1 1 1

model specification (1) which can be determined in
accordance with the relations (2) [18]:

2,3,..,12 )

* 1 2 % £ .
Bi=—52 B Bi=Fith i
i=2

The next stage of the analysis is connected with study-
ing monthly volatility of micropollutants emission (in
quantitative and cost grasp) and comparing it with the
emission of main pollutants generated in the process
of coal burning in the thermal power plant and vola-
tility of energy production. To achieve this goal Mar-
kov-switching ARMA(p,q) models, proposed by
Hamilton [21], were considered according to the speci-
fication (3) (MS-ARMA(N,p,q,Switch)® [22]:

p q
Y = U, + Z Dis, (ytfi - :ust,,‘) + & — Z 0j,s[8t7]'7
i=1 j=1

&~N(0, 62

3)

where y—endogenous variable, s—non-observable
variable modelled as homogenous Markov chain of N
states and the matrix of transition probabilities
P = |pijlije012..N-1}, determining the regime in
which the variable y; is at the t-moment, ¢;,, 0;5—
regime-dependent model parameters, p,—conditional
mean of the process, which is dependent on the
regime variable st,aé —conditional variance of the pro-
cess, which is dependent on the regime variable s,
g—residuals.

*Indicator Switch in the specification of Markov-switching
ARMA model means: 0—regime-independent ARMA coef-
ficients and only intercept switches between volatility
regimes, 1—switching ARMA coefficients.

under the two conditions (5) which guarantee the
stochastic structure of this matrix:

N-1
ZP,|]21, pl‘]zo for Z,]:O,l,,N—l (5)
i=0

The P matrix elements, defining the transition proba-
bilities of the process from the j state at the moment ¢
to the state i at the moment f+1, fulfil the Markov
property (6):

P(sp1 =1 | St =751 =Kk, s Y, Ye—1, ., Yo) = P(sp41 =0
Ist =) = pij
(6)

According to the Markov property the transition prob-
abilities depend exclusively on the state in which the
observable economic process was at the previous
moment, and not dependent on the whole history of
this process.

The most frequently used method of the parame-
ter estimation in Markov-switching model is the
maximum likelihood method [21-24]. Doornik and
Hendry in order to estimate parameters of the
Markov-switching model recommended that the fea-
sible sequential quadratic programming (FSQP) algo-
rithm developed by Lawrence and Tits should be
used [24,25].

A by-product of the Markov-switching model
parameter estimation are regime smoothed probabili-
ties series making it possible for the authors to assign
each observation to particular volatility regimes. More-
over, on the basis of estimated transition probabilities
(elements of the stochastic matrix P) one can deter-
mine expected further duration of the system in i-nth
regime (7) [26]:
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1
1—pii

(i=0,1,..,N—1) @)

i =

where d—average time of economic variable’s
duration in i-nth regime.

In order to determine the number of regimes in
Markov-switching models one may use regime classifi-
cation measure (RCM) (8), which was proposed by

Ang and Bekaert [27]:

RCM(N) =100 - N? -

T (N-1
Z( P(sf:imw) ®

t=1 \ i=0

=

where P(s; =i | ®;_1)—regime smoothed probabilities
series (1=0,1, ..., N-1and =1, 2, ..., T), ®;_1—infor-
mation set available up to time {-1.

For the two-state model the RCM statistics ranges
from 0 to 100 and smaller value of this measure
means better regime classification. Low RCM value
may indicate that the model cannot successfully
distinguish between regimes from the behaviour of
the data.

=< : &
30000 100 30
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The next step of the analysis is connected with
evaluating the similarity level of switch occurrences
between the regimes of high and low volatility for
time series of micropollutants, primary air pollutants
and energy production. This evaluation will be con-
ducted on the basis of Pearson linear correlation coef-
ficients determined for probabilities corresponding to
high volatility regime probabilities. Moreover, accord-
ing to Harding and Pagan [28] the concordance index
(CI) was computed by using the formula (9) [28]:

1[& L
= T Z SitSjt+ Z (1 - Slt)(l - S]t) (9)
t=1 t=1

where S;; and S;; denote binary variables that take the
value unity in case of high volatility regime and zero
—in case of low volatility regime at time f, for
variables i and j, respectively.

The CI ranges from 0 to 1 and the higher the value
of this index, the more volatility regime periods
(identified separately for two variables on the basis of
Markov-switching model) coincide over time. In other
words, high values of CI mean that there is a high

[==Ceke] 40

(= ~]

|.l_l|_11.11

30
- 20
50 A
10000 [ ‘ﬁ 10 1
aa sl s e al e, PR Y PR
510

roE g, R

[

510 5 10 5 10
400f [—— Energy production [GWh]|
300 U‘IJTJJTFH LITTHIILITF
e i

9 100 11 12

Fig. 4. Seasonal subplot for micropollutants (upper panel) and primary air pollutants (middle panel) emissions time

series, energy production time series (lower panel).
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degree of similarity between the occurrences of high
volatility regimes for two variables.

5. Seasonal pattern and volatility regimes modelling
for micropollutants emissions

In order to evaluate preliminarily the seasonal cycle
pattern the authors created seasonal sub-plots (Fig. 4),
on which one can observe a characteristic for Polish cli-
mate increase in demand for energy, and therefore an
increase in emission of main pollutants which are cre-
ated in the process of coal burning (COzemissions
SOzemission aNd NOyemission), during the winter period
(December, January and February), early spring
(March) and late autumn (October and November).

The model with deterministic seasonality and
trend (1) for each analysed time series of air pollutants
and energy production was estimated with the OLS
method (Table 4). Additionally, in order to verify the
predictive ability of an estimated model the data-set
was divided into a training sample: January 2006—
December 2011 used to estimate model parameters
and a testing sample: January 2012—June 2012 used to
prepare in-sample forecasts.

On the basis of the model (1) the authors can ver-
ify the seasonal fluctuations model provided that at
least one parameter at the seasonal dummies is statis-
tically significant. What follows, for the time series of
the following micropollutants emission rate: Cu, Cr,
Pb and F as well as for SO, emission on the relevance
level 0.05 the authors cannot conclude seasonal fluctu-
ations occurrence. Determining the seasonal fluctua-
tions amplitude for January (2) the authors can
observe that energy production in all summer months
(from April to September) is lower than the one
observed in January. It is connected with the impact
of seasonal factors such as air temperature, length of
the day and the level of sun light exposure on the
demand for energy. A similar seasonal pattern can be
observed in the case of carbon dioxide emission into
the atmosphere.

Verification of forecasting abilities of the model (1)
through evaluation of ex-post forecasts errors (RMSE,
MAE and MAPE) confirms that seasonal fluctuations
are an important component of the time series model
of energy production as well as the series of carbon
dioxide, nitric oxide and sulphur dioxide emission
into the atmosphere (Table 5) [18].

In the second part of the analysis for the seasonally
adjusted monthly series of logarithmic returns of
micropollutants emission the authors estimated
Markov-switching models in a heteroskedastic version
(3)-(6), and the results for chosen series are presented
in Table 6. Occurrence of two regimes was assumed in
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the process of model parameters estimation: the low
volatility regime (regime 0) and the high volatility
regime (regime 1).

On the basis of smoothed probabilities assigned to
each monthly quantity of pollutants emission into the
atmosphere the authors can also assess the moment of
process switching among particular volatility regimes.
In the case of Cucest, Creost and Pb,s common periods
characterized by increased volatility of micropollutants
emission costs into the atmosphere were: autumn of
2006 and winter of 2006/2007, the second quarter of
2010, the third quarter of 2011. Possibly, the reason for
this volatility is the volatility of coal use and its
parameters, in particular the content of sulphur, ash
and calorific value.

On the basis of the results included in Table 7 one
can conclude that the volatility ratio (oy/00) reflecting
changeability of micropollutants emission quantities
and the costs of the thermal power plant are the high-
est for chlorine (9.93 and 10.88) and copper (4.92 and
5.57). Moreover, time series of micropollutants created
in the process of coal burning in thermal power plants
in the Silesian Region are characterized by a larger
leap in the volatility level at moving to regime 1 than
time series of other pollutants or energy production
(the lowest volatility coefficient corresponds to the
emission of NO, (1.77) and SO, (2.04)). Analysing
average times of process duration in the high volatility
regime (7) one can observe that they were the longest
in the case of COgmission (17 months), NO cmission
(10 months), COjemission (9.3 months) and Cugest
(7 months), and shortest for the series of Cremissions
Pbemission/ duStemission and SOZemission (11 months). It is
also worth emphasizing that for time series of Cuemis-
sion and Cucost @ switch to the high volatility regime
occurred relatively often, which is confirmed by the
number of observations assigned to this regime: 44.59
and 55.26%. To compare the periods of increased vola-
tility of energy production level lasted on average 1.8
of month and only 18.67% of the observations were
assigned to this regime. The most typical regime for
the majority of micropollutants (apart from Cu) was
the low volatility regime, considering the percentage
of observations assigned to it and the average dura-
tion of this volatility regime.

It is worth noticing that the time series of
Cremissions PDemission and dustemission MarkOV'SWitChing
models show identical dynamism of analysed
processes in low and high volatility regimes. This
regularity has already been observed.

On the basis of relatively low values of the RCM
measures (8) (Table 7) one can draw a conclusion that
each estimated model is able to distinguish which
regimes occur at each point in time [29].
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Correlation of high volatility regime probabilities for energy
production and air pollutants emissions
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Fig. 5. Correlation of high volatility regime probabilities between energy production and air pollutants emissions in
thermal power plant, January 2006-June 2012.
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Table 8
ClIs for air pollutants and energy production
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Pollutants Concordance index
Clemission_EnergYproduction 0.716
Cuemission_EnergmeduCtion 0.635
Cremission_EnergyProduction 0.203
Pbemission_EnergyProduction 0.797
Clcost_EnergyPrOduCtion 0.730
Cucost_EnergYproduction 0.514
Crcost_EnergYproduction 0.730
Pbcost_EnergprOductiony 0.757
DuStemission_EnergyProduction 0.797
SOZemission_EnergYproduction 0.757
NOxemission_EnergyProduCtion 0676
CO2emission_EnergYproduction 0.676
COemission_EnergYpruduction 0.568

Pollutants Concordance index
Clemission_COZGmission 0.473
Cuemission_COZemission 0.608
Cremission_COZQmission 0.419
Pbemission_COZQmission 0.581
Clcost_COZemission 0.486
Cucost_CO2emission 0.676
Crcost_COZemission 0.486
Pbcost_CO2emission 0.568
DuStemission_COZQmission 0.581
Clcost_DUStemission 0.797
Cucost_DUStemission 0.581
Creost—Dustemission 0.878
Pbost—Dustemission 0.878

Source: Own calculation.

Subsequently, the values of Pearson’s linear corre-
lation coefficients determined for three groups of vari-
ables: (1) carbon dioxide emission and emission of
other pollutants generated in the thermal power plant,
(2) dust emission and other variables, (3) energy pro-
duction and pollution emission were presented in
Fig. 5. Such an approach is aimed at identifying a
factor whose volatility over time is most similar to
volatility of micropollutants emission into the atmo-
sphere. Information of this kind could be vital taking
into account monitoring emitted pollutants and con-
trolling the costs connected with their emission in the
future. Pollutants emission costs constitute an impor-
tant criterion of evaluating pro-environmental activi-
ties effectiveness in the thermal power plant, as they
constitute a basic economic category determining the
entire activeness. Influencing the micropollutants
emission costs through activities directed at variables
associated with them can lead to a multifaceted
impact of decisions made within environmental
management.

Statistical significant (0.05 significance level) and
positive linear correlation has been observed between
probabilities corresponding to the high volatility
regime:

(1) for CO, emission and emission of NO,, CO,
Cu, as well as emission of carbon dioxide and
Cu emission costs;

(2) for dust emission and emission costs for Cu,
Cr, Pb, for dust emission and emission of Cu,
Pb, SO,;

(3) for energy production and emission of CO,,
dust, NO,, Cu, Pb.

Thus, for example, periods of high volatility of
energy production are often periods of higher volatil-
ity of Cu and Pb micropollutants emission.

Presented in Table 8 CIs (9) indicate that high syn-
chronization of periods of high volatility occurrence
may be observed for the energy production series and
series of Cl,, Pb, dust and SO, emission and also the
series of energy production and series of Cl,, Cr and
Pb emission costs. Moreover, one can observe a high
similarity of periods of high volatility of emission
costs occurrence for such micropollutants as: Cl,, Cr
and Pb as well as dusts emission in the thermal power
plant. Thus, monitoring and forecasting the rate of
dusts emission enables the authors to foresee periods
characterized by higher volatility of micropollutants
emission costs. Micropollutants together with dusts
constitute constant air pollutions. Due to the magni-
tude scale and taking into account the costs, the analy-
sis of dust emission level and its volatility is
conducted more frequently than the analysis of micro-
pollutants. Showing the above-mentioned relation-
ships will allow the authors to verify on the basis of
one analysis that supports their standpoint regarding
both dusts and micropollutants.

6. Summary

Carbon dioxide is the basic pollutant in the energy
industry [30,31]. This fact should not be a surprise in
the era of climate change mitigation. In the subject lit-
erature one can find a statement that an attempt to
achieve energy efficiency practically means a decrease
in CO, emission [32]. Comparing micropollutants
emission with the emission of two primary air
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pollutants characteristic of thermal power plants the
authors concluded on the basis of the conducted
research that the monthly volatility of the micropollu-
tants emission rate was relatively high in comparison
with the volatility of carbon dioxide emission amount-
ing to 14.19%, or sulphur dioxide. Moreover, the
results of conducted tests and basic statistical charac-
teristics indicate the similarities in regularity of distri-
bution of energy production scale and CO,, CO and
NO, emission rate, in skewness coefficients levels,
kurtosis characteristic of the distribution of micropol-
lutants emission and dusts emission, in the autocorre-
lation order, ARCH effect and unit roots occurrence
for the time series of micropollutants and dusts emis-
sion. Thus, the development dynamism of the studied
phenomena is similar.

Also emission costs are characterized by high vola-
tility, particularly in the case of chromium and lead.
This results from the principles of emission costs charg-
ing. In the studied power plant a substantial increase in
the unit emission cost of chromium and lead occurred
in 2006, which was caused by lack of required permis-
sions for these pollutants emission in this period.

A vital role in the environmental policy of enter-
prises should play economic instruments, as it is by
means of them that the impact on decisions made by
these economic subjects takes place. Economic instru-
ments make it possible to provide the subjects with
information on the desired state taking into account
the ecological policy. Basic economic instruments in
environment protection are:

(1) takes and charges,
(2) subsidies and
(3) right to emit pollutants.

In the case of thermal power plants the most
frequently used economic instrument is the trade of
CO, emissions. Carbon dioxide is regarded as a
primary greenhouse gas, and therefore, as the most
harmful pollutant causing most damages to the
climate. In the case of micropollutants emitted by
thermal power plants, presently used economic instru-
ments constitute:

(1) charges for polluting various environment
components,

(2) ecological taxes imposed on emission of envi-
ronmentally harmful substances and

(3) fines for exceeding the scope of legally
allowed level of widely understood emissive
activity, exceeding acceptable concentration of
environment pollutants.
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However, these instruments are perceived as the
ones which extort compliance with standards, obliga-
tions, prohibitions and other forms of direct regula-
tion. It is difficult to notice in the operation of thermal
power plants conscious and voluntary actions aimed
at greening their functioning, also with reference to
micropollutants emission. Still, the problem of micro-
pollutants in thermal power plants is being marginal-
ized, mainly due to their small amounts in relation to
other pollutants. For this reason thermal power plants
sometimes neglect the requirement to possess emissive
permissions for micropollutants, which results in
growth of emission costs and efficiency loss of applied
pro-environmental solutions which aim at reducing
the negative impact of electricity and heat production
process on natural environment. Therefore, within
the environmental management the authors should
strive to supervise all responsibilities connected with
the costs of environment protection, and proposed by
the authors’ methods of analysis undoubtedly
allowing for control in this scope.

As far as adjusting economic instruments with
respect to pollutants emission, including micropollu-
tants to the needs of the economy is concerned, the
analysis should be conducted on the level of a region
or even the whole state. The tools used in the article
due to their universality allow one to use them in an
analysis taking into account global data. Unfortu-
nately, acquisition of such a data-set is not easy
because it is not commonly accessible. The goal of the
authors then is to extend the analyses in the future to
the micropollutants level generated by the industrial
sector in the whole territory of Poland. The authors
are convinced that the results of global analyses will
contribute to developing effective instruments of pre-
venting micropollutants emission.

Symbols
Clemission — chlorine emissions time series [kg]
— copper emissions time series [kg]

— chromium emissions time series [kg]

Cuemission

Cremission

Pbemission — lead emissions time series [kg]
Femission — fluorine emissions time series [kg]
Energyproduction — total energy production time series

[GWh]

Dustemission — dust emissions time series [Mg]

SOsemission — sulphur dioxide emissions time
series [Mg]

NOyemission — nitrogen oxides emissions time series
[Mg]

COzemission — carbon dioxide emissions time series
[Mg]
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Coemission
Clcost

Cucost
Crcost

Pbcost

Fcost
B-P(p)

ARCH 14

ADF

P-P
J-B
RMSE
MAE
MAPE
OLS
FSQP

ARMA(p,9)

MS-ARMA(p,9)
AIC

Adjusted R?
Const (0)
Const (1)

AR-1 (0)

AR-1 (1)

AR-2
MA-1
Sigma (0)
Sigma (1)

RO,
RO, t+1)
R0
R@,t+1)
RCM

CI

carbon monoxide emissions time
series [Mg]

chlorine emissions costs time series
[€]

copper emissions costs time series [€]
chromium emissions costs time series
€]

lead emissions costs time series [€]
fluorine emissions costs time series
€]

Box-Pierce autocorrelation test; p is
the order of autocorrelation

Engle’s ARCH test (Lagrange
multiplier test); g is the number of
lags

Augmented Dickey-Fuller unit root
tests

Phillips—Perron unit root test
Jarque-Bera normality test

root mean squared error

mean absolute error

mean absolute percentage error
ordinary least squares method
feasible sequential quadratic
programming algorithm
autoregressive-moving-average
models; p is the order of the
autoregressive part and 4 is the order
of the moving average part
Markov-switching ARMA((p,q)
Akaike information criterion
adjusted coefficient of determination
intercept in low volatility regime
intercept in high volatility regime
coefficient of first order
autoregressive part in low volatility
regime

coefficient of first order
autoregressive part in high volatility
regime

regime-independent coefficient of
second order autoregressive part
regime-independent coefficient of
first order moving-average part
time series variance in low volatility
regime

time series variance in high volatility
regime

low volatility regime at time t

low volatility regime at time t + 1
high volatility regime at time ¢

high volatility regime at time t + 1
regime classification measure
concordance index
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