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ABSTRACT

Waste water purification is very crucial nowadays and new techniques like low-pressure driven
membrane processes are developed to obtain the sufficient productivity and high efficiency of
cleaning. However, selection of membrane requires long-lasting tests. The new methods like arti-
ficial neural networks (ANN) are essential to avoid time consuming laboratory measurements. In
the article the permeate flow rate of detergent waste water was forecasted using ANN. In order to
predict the flow rate, the network used short-range time series regression. During two days of con-
tinuous measurements (every 5 min) the following parameters were measured: temperature of
waste water, recirculation flow rate, inlet pressure and outlet pressure. Those parameters were
considered as inputs to the network while permeate flow rate as output value. The best created
network (with the highest value of Pearson correlation coefficient and the lowest value of training
error) was characterised by the following parameters: hyperbolic tangent and sine function of acti-
vation, Quasi-Newton method of learning, 4 input neurons, 8 hidden neurons and 1 output
neuron.
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1. Introduction

Nowadays it is needed to apply efficient processes
in waste water treatment in order to achieve the
assumed level of purification. Ultrafiltration became
more effective recently from environmental engineer-
ing point of view. Despite substantial progress done
in last years in membrane science, we have still many
problems in controlling and predicting membrane
fouling and membrane selectivity.

At present membranes are often used in domestic
and industrial wastewater treatment to remove differ-
ent pollutants, e.g. dye effluents [1] or detergents [2].
The environmental risk of detergent effluents related
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to manufacture, use and disposal of these chemicals
is of a great interest [2]. These effluents are present in
high concentration in the reactor and are mainly
responsible for the residual products, which are
needed to be washed away because of using the same
facility for the manufacture of other products. Deter-
gents are also present in domestic and industrial waste
water. The main active ingredients of detergents are
called surfactants. Surfactants, which are surface-
active amphiphilic agents containing both hydrophilic
and hydrophobic components, are classified into
four groups depending on the charge of the hydro-
philic moiety: anionic, cationic, nonionic or zwitterio-
nic [3]. Detergent effluents influence significantly
environment because surfactants and other detergent
components can be toxic to aquatic life. Low
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pressure-driven membrane separation process may be
useful in treatment of waste water containing deter-
gents. The membrane filtration process, due to the
selectivity of the membrane, make it possible to recover
detergents and process water as well as reduce high
organic load of disposed waste water.

New mathematical tools can be used in order to
solve complex engineering problems [4]. There are
known many mathematical models widely used for
predicting membrane parameters, but some unconven-
tional methods are also considered as promising imple-
mentation for solving complicated issues. New method
of mathematical modelling using artificial intelligence
is lately very popular. Many chemical and environ-
mental engineering tasks can be modelled using
artificial neural network (ANN).

1.1. Principles of artificial neural networks

In artificial neural networks the method of informa-
tion transferring is imitating the way of human ner-
vous system performance. Natural neurons (Fig. 1),
the main elements of nervous system, are responsible
for transferring information.

ANN consists of neurons which are data processors.
Each neuron is responsible for summarizing input sig-
nals. The first model of artificial neuron was created by
McCulloch — Pitts in 1943. According to McCulloch —
Pitts [5] the output signals are expressed as:

N
yi=f Zw,'j~xj—|—b,- . i, j=1,2,...,N (1)
j=1

The function f(*), as shown in the Eq. (1), is called
activation function that stimulates the information
transmission. Above mentioned model is quite simple
and since 1943 ANN has been developed and
improved to be sufficient for modelling a lot of
dynamic processes. ANN just computes output values
from input values. The sum of transferred information
is weighted. The sum values are transmitted to the next
network layer. Neural networks enable to model non-
linear and complex problems. These days the most
popular type of the network is multilayer perceptrone
with one input layer, one or more hidden layers and
one output layer. Generally, it should be remembered
that ANN modelling is like ““black box” approach and
that is why it is impossible to penetrate deeply inside
the way of forming the network structure. The
modelling using ANN may be quite good manner of
predicting membrane parameters. The prediction by
ANN approach is dynamic and efficient which is

Fig. 1. The image of the natural neurons.

important because of changing parameters during
operating time.

1.2. Previous investigations in modelling membrane
parameters using ANN

Up to now ANN were mainly used for prediction of
transmembrane pressure, retention coefficient and
permeate flux. There are a lot of investigations concerning
modelling membrane parameters using neural network
approach. Hilal et al. [6] have shown how neural network
approach can be used to forecast the dynamic rate of
membrane fouling, particle deposition and improvement
of flux sustainability and membrane efficiency as a func-
tion of pressure, temperature and crossflow velocity.
Curcio et al. [7] have developed the hybrid system to
model the behavior of membrane units operating in pul-
sating conditions. In two previous papers [89] the
authors have already shown how complex models based
on ANN can be applied in prediction the behavior of
unsteady-state membrane processes. Chen and Kim [10]
applied ANN, based on radial basis function, to calculate
the permeate flux in crossflow membrane filtration as a
function of transmembrane pressure, ionic strength,
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solution pH, particle size, and elapsed filtration time.
Some research were carried out in order to predict the
process parameters in membrane treatment of effluent
from meat industry [11] or purification of municipal was-
tewater using membrane bioreactors [12].

There is no information in the literature about short-
range forecasting of membranes flux in detergent
waste water ultrafiltration using time series regression.
The analysis of time series is based on the statement
that successive values in the data set represent conse-
cutive measurements taken at equally spaced time
intervals. There are two major goals of time series ana-
lysis: (i) identifying the character of the phenomenon
represented by the sequence of observations, and
(ii) forecasting — predicting future values of the time
series variable. These goals require that the pattern of
experimental time series data is identified and more
or less formally described. When the pattern is estab-
lished, it can be interpreted and integrated with other
data. Short-range forecast means the prediction in one
day time horizon. Short-range forecast of flow rate in
detergent waste water by using time series regression
in ANN will be a helpful approach due to the complex-
ity of the detergent effluent modelling.

The aim of this article was to predict permeate flow
of ultrafiltration membranes used in the treatment
waste water from detergent production. Membrane
process was used in order to concentrate and recover
detergents.

2. Experimental
2.1. Ultrafiltration of detergent waste water

Experiments and measurements were done at one
commercial industrial plant. In the experiments 5 kDa
hollow fibre membranes made from polyethersul-
phone were applied. System was equipped with
30 Romicon type modules produced by Koch. The
inner diameter of the fibre amounted to 1.1 mm and the
length of one fibre equalled to 1.0 m. One module con-
sisted of approximately 1,755 fibres. The membrane
area in the module amounted to approximately
6.13 m*. The operating data of the module were estab-
lished as follow: maximal inlet pressure — 270 kPa,
maximal transmembrane pressure — 240 kPa, maximal
backwash pressure — 140 kPa, maximal temperature at
pH equal to 6-333.15 K, pH range 1.5+13.0. Permeate
pressure was maintained at the constant level of 10 kPa.
Initial COD varied in the range 70+1,00,000 gO,-m
and the measurements were discrete, while the COD
in concentrate was changing from 250 to
3,00,000 gOzom73. Experiments were run continuously
for two days. Every 5 min such parameters as: waste

water temperature T (K), recirculation flow F, m3hh,
inlet pressure P, (Pa), outlet pressure P, (Pa) and
permeate flow rate Q (m® - h™') were measured. The
installation has been working for about 0.5-2 h and then
the backwash was performed. The aim of the ultrafiltra-
tion was to concentrate the detergent solution. Results of
the experiments carried out in the industrial plant were
taken into consideration and used for creating, learning
and verification of artificial neural network. 288 results
from one day were used to learn ANN and also 288 from
another day to verify created network.

2.2. Assumptions of ANN structure for short-range forecast
of permeate flux

During the creation of ANN using time series the
choice of proper inputs and time horizon as well as the
number of late value is very important. In the created
network the time horizon (look ahead) was equal to
0 and the number of late value (step) amounted to 1.
Also the number of input variables is quite significant
matter. The more variables at the beginning, the more
accurately output parameter is predicted. Such
approach creates function with better fitting. The reali-
zation of artificial neural network approach was per-
formed in the program Statistica 8.0. Using time
series (short-range), there were created artificial neural
networks for permeate flow rate forecasting. Although
it is quantitative parameter, it can be argued that the
quality parameter of the feed solution like waste water
temperature has an influence on the value of the
permeate flow rate. This approach was justified
because with the temperature variation, the conditions
of the ultrafiltration process were also changing. Var-
ious models of neural networks were created having
as inputs: waste water temperature (T), recirculation
flow (F,), inlet pressure (P;) and outlet (P,). Permeate
flow rate (Q) was established as output value. During
learning of the network input parameters varied in the
range of: 290.55+306.65 K for T, 0.0+406.0 m>h ™" for
F,, 0+270 kPa for P; and 0+50 kPa for P,. Output para-
meter varied in the range of: 0+5.5 m>h ™' for experi-
mental Q and —0.05+5.3 m>h~! for Q predicted by
ANN. During verification of the network input para-
meters varied in the range of: 291.15+306.15 K for T,
0.0+390.0 m*h~" for F, 0+270 kPa for P; and
10+50 kPa for P,. Output parameter varied in the
range of: 0+4.3 m>h~' for experimental Q and
—0.02+4.9 m*>h~"! for Q predicted by ANN.

During the analysis of the network structure, there
were investigated:

a) choice of subsets:



Table 1

Activation functions and their definitions

Function Formula Range
Linear flx)=x (=00, +0)
Logistic ‘ flx) = 1(21 O, +1)
Hyperbolic tangent flx) =5= (-1, +1)
Exponential flx)y=e* 0, +0)
Sine f(x) = sin(x) [0, +1]

A subset sampling method was used. Training set
was called “u” and consisted of 117 (36 values from
0:01 to 2:56 h, 34 values from 10:41 to 13:26 h and 47
values from 18:21 to 22:11 h) selected variables from all
288 data, testing set was called “t"” and consisted of 89
(52 values from 3:01 to 7:16 h, 16 values from 13:31 to
14:46 h and 21 values from 22:16 to 23:56 h) selected
variables from all 288 data, validation set was called
“w” and consisted of 82 (40 values from 7:21 to
10:36 h, 42 values from 14:51 to 18:16 h) selected vari-
ables from all 288 data. This kind of selection was con-
ditioned by the time changes of each variable in 24 h. In
verification the best created network used 100% of
other 288 values from another day;

b) type of network:

Only multilayer perceptrone (MLP [-H-O) with
Inumber of input neurons, H number of hidden neurons
and O number of output neurons was examined. It is the
most popular network architecture used nowadays;

¢) minimum number of hidden neurons:

To have reliable boundary conditions there was
decided to establish the lowest number of the hidden
neurons at the level of 2;

d) maximum number of hidden neurons:

To have reliable boundary conditions there was
decided to establish the highest number of the hidden
neurons at the level of 10. More neurons lead to
network overfitting;

e) activation functions in hidden and output layer:

Typical and simple activation functions were chosen:
linear, logistic, hyperbolic tangent, exponential, sine;

f) methods of learning;:
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For training the following algorithms were investi-
gated: BFGS (Broyden-Fletcher-Goldfarb-Shanno)
which is quasi-Newton approach, fastest decline, con-
jugated gradient descent.

3. Results and discussion

Taking into consideration mentioned in the para-
graph 2.2 assumptions, 5 models of neural networks
were created. Table 1 sets up the description of used
activation functions. From engineering point of view
it is very important that mathematical description of
the model should be quite simple. Investigated net-
works used functions that mathematical formulas are
not very complicated.

For created networks the learning errors and quality
of learning were determined. In Table 2 learning error
and main structure parameters for all 5 network mod-
els are presented. It was decided to compare training
errors in learning step, because such approach gave
reasonable base for choosing the best (in verification
giving the best convergence) structure of the network.
For all 5 models of ANN the method of training based
on quasi-Newton approach was chosen as the best in
comparison to fastest decline and conjugated gradient
descent algorithms. Nowadays it is told that network
training based on BFGS algorithm is the most effective.
It requires a small number of iterations to train a neural
network given their fast convergence rate and more
intelligent search criterion. It is the recommended tech-
nique for most networks with a small number of
weights (less than a couple of hundred).

In time series problems, the aim is to forecast ahead
the value of a variable that varies in time, using previous
values of that and other variables. In the discussed pro-
blem the predicted variable (permeate flow rate) is con-
tinuous, so time series prediction is a specialized form of
regression. There are no rules about the choice of the
most suitable number of hidden neurons. The number
of the hidden neurons depends on the assumed level
of agreement and computational time. We have to
remember that the more hidden neurons, the more com-
plicated is the structure of the network and the number
of iterations needed to achieve assumed level of training
error. More neurons lead sometimes to overtraining the
network. On the other hand, if there is to small number
of hidden neurons, the level of prediction could be unsa-
tisfactory. It is necessary to find the ““gold solution”
using often the scientific intuition. It should be remem-
bered that not too large but also not too small number of
hidden neurons is required for obtaining good conver-
gence between measured and predicted values.
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Table 2
The main parameters of network models

No. Type of network Activation function — hidden Activation function — output Training error in
layer layer learning step

1. MLP 4-9-1 Exponential Linear 0.0007

2. MLP 4-4-1 Logistic Linear 0.0008

3. MLP 4-2-1 Linear Linear 0.0007

4. MLP 4-8-1 Hyperbolic tangent Sine 0.0006

5. MLP 4-10-1 Exponential Hyperbolic tangent 0.0010

Due to different times of backwashing in analysed
days, parameters of feed stream and permeate were
random and divergent. Above mentioned problems
caused the differences between convergence with
experimental and forecasted values in learning and
verifying processes. During backwashing permeate
flow rate values were equal to zero. In this case created
network generated sometimes the negative values of
Q which were treated as an error and replaced by real
experimental values equal to zero.

Training errors in all 5 models were very small. Even
the highest error value (network number 5 in Table 2)
gave really great convergence, because Pearson correla-
tion coefficient was equal to 0.9826. However, the net-
work MLP 4-8-1 (in bolds in Table 2) with the lowest
value of training error (0.0006) was chosen as the best
and the verifying step was performed on the different
data set. In learning process the agreement between
experimental and predicted value was also almostideal,
because Pearson correlation coefficient was equal to
0.9851. As it is seen the coefficients in the best and the
worse networks were established at the same level in
spite of quite different values of training errors. It was
found that permeate flow rate values were forecasted
correctly, but for the sake of the zero values during back-
washing the convergence was not so ideal as it should
have been required from such new and innovative tool
as artificial neural network.

The chosen network consisted of 4 input, 8 hidden
and 1 output neurons. Its structure is presented in Fig. 2.
Hidden neurons were activated by hyperbolic tangent
and one output neuron corresponding to permeate flow
rate value was activated by sine function. Sine function
performed as periodical function which in the dis-
cussed problem was very important because permeate
flow rate changed periodically in analysed 24 h. Inter-
esting combination of activation functions in hidden
and output layer is found. Quite rarely the sine function
is chosen to solve prediction problems, butin time series
regression (short-range forecast) problems it could be
very useful. Also from engineering point of view it is
important that these functions are characterized by

quite simple mathematical form. The hyperbolic func-
tion is a symmetric S-shaped (sigmoid) function. The
output lies in the range (—1, +1). Sine function often
gives better solutions than the logistic sigmoid function
because of its symmetry.

The network provided the best fit outcomes,
because the convergence between experimental and
forecasted flow rate was actually equal to 98%.

Chosen network MLP 4-8-1 was verified and as a con-
sequence of that the following results were obtained:

— Pearson correlation coefficient equalled 0.9222

— Average measured permeate flow rate (Qmeasured) at
the level of 2.41 m*>h ™!

- Average predicted permeate flow rate (Qpredictea) at
the level of 2.47 m>h ™!

Because of the backwash (verification data set), mea-
sured flow rate was equal to zero in the following hours:
1:36-2:56, 5:16-7:01, 9:16-10:11, 13:06-13:26, 14:26-15:06,
17:31-18:31, 20:11-20:31 and 21:31-22:11. The network
did not understand properly zero values of flow rate in
spite of being taught that such values could have
occurred and generated negative results or close to zero
but not exactly equal to zero. Probably it was caused by

MLP4-8-1

Fig. 2. The structure of the best created network.
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Fig. 3. The relationship between experimental and forecasted
permeate flow rate values in learning process.

the fact that the learning parameters were not sufficient
and the time duration of backwash in two data sets
(learning and verification) was not the same. One could
have concluded that the number of hidden neurons or
training iterations should have been higher, but the net-
work number 1 or 5 with higher number of neurons
(Table 2) also forecasted improper values of permeate
flow rate during the backwashing. Another point was:
the accuracy of the data collected. There was only one
solution after the verification step (of course only for the
time being): to replace the predicted negative values by
real one equal to zero. As a result of that 93 values of pre-
dicted permeate flow rate were turned into zero mea-
sured values. But on the other hand the rest of
permeate flow rate data were predicted properly. Repla-
cing did not cause the change in the Pearson correlation
coefficient value. After replacing the Pearson correlation
coefficient was equal to 0.9225, which was almost the
same as previously. But in the future, such problems as
data replacement should be omitted and it is necessary
to find another solution.

Analyzing obtained results it should be remem-
bered that neurones and their behaviour played the
great role in the whole modelling process. It is obvious
that during the network learning the neurons covered
various activation positions. Some neurons were
activated more than others. The changes in activity of
the neurons were important because showed the
behaviour of the network and the different values of
the connections weights. The negative values corre-
sponded to the less active behaviour of the neuron. The
connection between outlet pressure and hidden neuron
number 6 was characterized by the lowest weight

value equalled to —1.05. The higher was the value of
the weight, the stronger influence and impact on the
neuron. In the created network the bias value was very
important relating to the training process. Bias is a neu-
ron in which activation function is permanently set
to 1. Just as like other neurons, a bias connects to the
neurons in the layer above. The weight is often called
threshold. The highest weight value (0.85) described
the connection between bias and hidden neurone num-
ber 8. It shows that thresholds played important role in
the whole learning process. The interaction strength
provided very significant information about the train-
ing process in which some connections were useless.
The best network (MLP 4-8-1) provided specified in the
Fig. 3 results of permeate flow rate prediction. Fig. 3
shows the relationship between predicted and
experimental permeate flow values in learning process.
Graph was constructed as time series.

Results shown in the Fig. 3 indicate quite good con-
vergence between measured and predicted values.
Only relatively slight deviation between measured and
predicted permeate flow rate was observed. It means
that the forecasted and measured values were correctly
correlated. The predicted vector of permeate flow rate
matched closely the pattern vector. This correlation
was observed because the network was learnt (using
BFGS approach) correctly. Apart from the mentioned
earlier problems with zero values, the rest of prediction
was from engineering point of view sufficient, because
the average relative error was equal to 7.46%. Activa-
tion of each single neuron by hyperbolic tangent and
sine function respectively in hidden and output layer
and also the specific training method turned out the
good solutions for the flow rate prediction.

Slightly different situation was observed during
verification of the best created network. In verifying
process there was put to the network different data set
with 288 values of each (T, F,, P; and P, as inputs and Q
was forecasted as output signal) variable. It should be
remembered that in verification step network did not
know previously used data. The network just used the
knowledge from the learning process and on the basis
of this information predicted values of the permeate
flow rate. But still the correlation, as shown in the Fig. 4,
was satisfactory. Forecasted and measured values of
permeate flow rates were in good agreement but apart
from the mentioned earlier problems with zero values,
the rest of prediction was from engineering point of
view sufficient, because the average relative error was
equal to 19.27%. Concerning that sometimes the mea-
suring device error reach 10%, obtained error lower
than 20% is rather good result. Such convergent results
proved that ANN approach may be useful for predict-
ing permeate flow rate in detergent waste water



36 M. Kabsch-Korbutowicz, M. Kutylowska / Desalination and Water Treatment 14 (2010) 30-36

Samples: testing
5.0

_— }
45 ' | Q measured Q furecasledl "
v
" A -

A .- n_
\ [ M "~
1 i 1 1| "
\ 3 I 1| 1o
N 0 ' i 1
\ ' W
\ "'4 f
i i v

25 ! ' \ b

4.0

35

30y

—==

Q, m*h

20 R W
15

1.0

L Ld iU ouy

-0.5

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300
Number of variables

Fig. 4. The relationship between experimental and forecasted
permeate flow rate values in verification process.

ultrafiltration. Analysing the effects one can conclude
that the results obtained in verifying process were suf-
ficient from engineering point of view and that model-
ling using ANN gave proper results when the
conditions of the membrane process and feed solutions
were similar. Created network can be used to predict
values of permeate flow rate for other days or other
installations equipped with the same kind of
membrane.

4. Conclusions

Based on obtained results it might be stated that:

* the prediction of permeate flow rate in detergent
waste water ultrafiltration using artificial neural net-
work (prediction by time series regression in short-
range forecast) is useful and could be recommended
for forecasting hydraulic efficiency of membrane
system,;

* the best created network (with the highest value of
Pearson correlation coefficient and the lowest value
of training error) was characterised by the following
parameters: hyperbolic tangent and sine function
of activation, Quasi-Newton method of learning,
4 input neurons, 8 hidden neurons and 1 output
neuron;

* agreement in learning and verifying process between
measured and predicted values of the permeate flow
rate was established at the good level and from engi-
neering point of view could be acceptable;

* created network could be used many times for short-
range forecast of permeate flow rate when the condi-
tions of the membrane processes are almost similar;

» unfortunately, the network did not understand
the zero values of permeate flow rate (during back-
washing) and that is why there were generated nega-
tive results, which from engineering point of view
was senseless.
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Symbols
ANN artificial neural network
b; threshold values
COD chemical oxygen demand, gO,-m >
F, recirculation flow, m>h!
H number of hidden neurons
I number of input neurons
MLP multilayer perceptrone
O number of output neurons
Py inlet pressure, Pa
P, outlet pressure, Pa
Q permeate flow rate, m3h!
t name of testing set
T waste water temperature, K
U name of training set
\ name of validation set
wj; weights between node i and j
X input signals
Yi output signals
References
[1] Z. Badani, C. Cabassud and H. Ait-Amar, DWT, 9 (2009)
105-111.

[2] I Kowalska, K. Majewska-Nowak and M. Kabsch-Korbutowicz,
Desalination, 200 (2006) 274-276.
[3] Sz.Kertész, Zs. Laszlo, Zs. Horvath and C. Hodur, Desalination,
221 (2008) 303-311.
[4] S. Hasani, M. Shakaib, M. Mahmood, DWT, 9 (2009) 211-220.
[5] W. McCulloch, W. Pitts, Bull. Math. Biophys., 5 (1943) 115-133.
[6] N. Hilal, O. Ogunbiyi and M. Al-Abri, Desalination, 228 (2008)
175-182.
[7] S. Curcio, V. Calabro and G. Iorio, Desalination, 236 (2009)
234-243.
[8] S.Curcio, G. Scilingo, V. Calabro and G. Iorio, ]. Membr. Sci., 246
(2005) 235-247.
[9] S. Curcio, V. Calabro and G. Iorio, J. Membr. Sci., 286 (2006)
125-132.
[10] H. Chen and A.S. Kim, Desalination, 192 (2006) 415-428.
[11] E. Sroka, W. Kaminski and J. Bohdziewicz, Desalination, 162
(2004) 85-91.
[12] S. Geissler, T. Wintgens, T. Melin, K. Vossenkaul and
C. Kullmann, Desalination, 178 (2005) 125-134.



