
Desalination and Water Treatment
www.deswater.com
1944-3994/1944-3986 © 2011 Desalination Publications. All rights reserved
doi: 10/5004/dwt.2011.1492

*Corresponding author.

26 (2011) 215–225
February

Numerical error analysis of mass transfer measurements in batch dialyzer

Zdenêk Palatý*, Helena Bendová
Faculty of Chemical Technology, Institute of Environmental and Chemical Engineering, University of Pardubice, Studentská 573, 
532 10 Pardubice, Czech Republic
Tel. +420 466 037 360; email: Zdenek.Palaty@upce.cz

Received 17 August 2009; Accepted 2 August 2010

A B S T R AC T

The overall dialysis coeffi cient, which is the basic transport characteristic of a dialysis process, 
can easily be determined from experimental data obtained in a two-compartment dialysis cell. 
Here, the volume changes and the concentrations of component in both the compartments are 
recorded as functions of time. Generally, all these input quantities can be loaded with an exper-
imental error. The paper deals with the transformation of concentration and liquid volume 
errors into the fi nal results under the conditions of constant liquid volumes in both the com-
partments of the dialyzer. Using the generated precise experimental data, small random errors 
have been introduced into them and the effect of these errors upon the overall dialysis coeffi -
cient has been evaluated. The error analysis has proved that the unfavourable effect of the input 
quantities is dependent upon intensity of mass transfer. Moreover, in some cases the effect of 
the input quantities can be eliminated to some extent using reconciled experimental data.

Keywords:  Batch dialysis; Mass transfer; Overall dialysis coeffi cient; Error analysis; Data 
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1. Introduction

In the study of mass transport through ion-exchange 
polymeric membranes a two-compartment mixed cell is 
mostly used [1–13]. The dialysis cells are constructed in 
such a way that either both the liquid volumes are equal 
[5,7,9–11,13] or the liquid volume in a receiver compart-
ment (VII) is less than that in a feed compartment (VI) 
[1,3,4,6,12]. A cell characterized by the VI/VII ratio less 
than 1 was also used [5]. The component fl uxes, the 
overall dialysis coeffi cient, the permeability of the mem-
brane and other transport characteristics are determined 
from dependences of the component concentration 
upon time and changes of volume. Generally, each of 
these input quantities can be loaded with an experimen-
tal error, so that it is very important to know the extent, 

into which the transport characteristics are affected by 
these errors.

The aim of this communication is to fi nd the effect of 
errors of the component concentrations and liquid vol-
umes in both the compartments upon the overall dialy-
sis coeffi cient. For that purpose, a method of numerical 
error analysis was suggested as from the chemical engi-
neering point of view it can be considered a useful tool 
enabling to reveal critical points in the determination of 
the overall dialysis coeffi cient.

2. Theory

Consider a two-compartment dialysis cell with 
the liquid volumes VI and VII (Fig. 1). Moreover, con-
sider the transport of only one component (A) through 
the membrane in the direction from compartment I to 
compartment II, i.e., >I II

A Ac c  ( I
Ac  and II

Ac  are the molar 
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 concentrations of component A in compartment I and 
II, respectively). From the balance of component A over 
compartment I and II during a time period dτ one can 
obtain the basic differential Eqs. (1) and (2) describing 
the dependence of the component concentration upon 
time in each compartment:
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In Eqs. (1) and (2) A is the membrane area, KA is the 
overall dialysis coeffi cient and τ is time. If the volumes 
of liquid during the dialysis process are constant, then 
analytical solutions to Eqs. (1) and (2) exist. For this pur-
pose, it is necessary to solve Eqs. (1) and (2) simultane-
ously with the following balance equation:

0 0I I I I II II
A A AV c V c V c− − =  (3)

The solution to the set of Eqs. (1) and (2) is in the form:
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where kV is the I IIV V  ratio.
If the time dependences of the concentration of com-

ponent A in both the compartments are known, then it 
is possible to determine the overall dialysis coeffi cient 
using the following methods:

2.1. Method A 

This method is based on the linearization of 

Eq. (4) or (5). In this case,
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 is plotted versus time. The  overall 

dialysis coeffi cient, KA, is then easily determined 
from slopes of the straight lines obtained, i.e., from 

( )+1 V AI

A
k K

V
 or 

+1 V
AII

V

k A
K

k V .

2.2. Method B

This method is based on the direct use of Eqs. (4) 
and (5). In order to determine the overall dialysis coeffi cient, 
a one-dimensional optimizing procedure, which searches 
for a minimum of the objective function Eq. (6), is used:

( ) ( ) ( )2 2, ,, ,

1

n
I exp II expI calc II calc

A Ai Ai Ai Ai
i

F K c c c c
=

⎡ ⎤= − + −⎢ ⎥⎣ ⎦∑  (6)

In Eq. (6) ,k exp
Aic  (k = I, II; i = 1, 2, … n) are the experi-

mental concentrations and ,k calc
Aic  (k = I, II; i = 1, 2, … n) 

are the calculated concentrations from Eqs. (4) and (5).

3. Practical part

As the experimental data on dialysis are loaded with 
errors, it is impossible to use them directly in the numer-
ical error analysis. That is why, it was necessary to calcu-
late the so-called precise ”experimental“ concentrations 
of component A in both the compartments as functions 
of time. These data were calculated from Eqs. (4) and (5).

In accordance with our experience in dialysis the fol-
lowing values of the overall dialysis coeffi cients were 
used: 3 × 10−6, 1 × 10−6, 2 × 10−7, 5 × 10−8, 2 × 10−8 and 
1 × 10−8 m s−1. In the basic calculations, values of A, VI, 
VII and 0

I
Ac  approached the real conditions, which exist 

in batch dialysis used in our laboratory, i.e., A = 62.2 × 
10−4 m2, VI = 1.0 × 10−3 m3, VII = 1.0 × 10−3 m3 (kV = 1) and 

=0 1.0I
Ac  kmol m−3. Moreover, an extended series of cal-

culations was also carried out at various I IIV V  and IA V  
ratios. The number of experimental points was limited 
by the following requirements: –3

010I II I
A A Ac c c− ≥  

kmol m−3 and the total time of one measurement ≤ 200 h. 
The time interval was always 2 h. Under these conditions, 
the number of experimental points generated was in the 
range from 27 to 101 depending upon intensity of mass 
transfer characterized by the overall dialysis coeffi cient.

4. Error analysis

In order to fi nd the effect of the experimental errors 
upon the overall dialysis coeffi cient, small errors were 
introduced into the precise ”experimental“ concentra-
tion data, so that the real ”experimental“ data were gen-
erated. For this purpose, a random number generator 

M
I II

C I A V I , C II A V II ,

Fig. 1. Scheme of dialysis cell.
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was used. On the basis of our experimental experience, 
the maximum relative error of the determination of the 
component concentration can be mostly estimated to 
be below 1.0%. Because of the cases, where the experi-
mental errors can be over 1.0%, we carried out three 
series of calculations characterized by the random error 
simulated in the limits from –0.5 to + 0.5%, from –1.0 
to +1.0% and from –2.0 to + 2.0%. Moreover, using the 
real ”experimental“ data the overall dialysis coeffi cient 
was also calculated with reconciled real data. In order to 
fi nd a minimum of the objective function (6), the Golden 
Section Search procedure was used.

5. Data reconciliation

Since all physical quantities obtained by measure-
ments are subject to errors, it is almost certain that the 
set of equations included in a mathematical model will 
not be satisfi ed exactly. In order to solve this problem, 
an approach based on the fi nding corrected physical 
quantities can be used. These corrected quantities are 
obtained by adding corrections, which can be obtained 
by a minimization of a suitable objective function, to 
the measured quantities. Here, we used the least squares 
method, which is exact if only random errors with nor-
mal distribution exist.

If the liquid volume in each compartment is measured 
correctly, then only corrections of the component concentra-
tions are needed. In order to simplify the further notation, 
designate: =1 0

I
Ac c , =1

I
i Aic c  and =2

II
i Aic c . The task is to 

fi nd such corrections vc1 and vcki (k = 1, 2; i = 2, 3, … n), which 
satisfy a minimum of the objective function [14]
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where pc1 and pcki (k = 1, 2; i = 2, 3, … n) are the weights of 
the individual measurements. The objective function (7) 
has a constraint, which is a sum of the balance equations 
written for component A over the dialyzer at each time 
(expressed by the subscript i), i.e.,
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This task can be solved by the Lagrange method—the 
constraint (8) is multiplied by a Lagrange multiplier, L, 
and added to the original objective functions (7)
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(Note: Instead of multiplying Eq. (8) by L, it is more con-
venient to use –2 L (this case) or 2 L)

The corrections vc1 and vcki (k = 1, 2; i = 2, 3, … n) can 
then be obtained by solving the set of Eqs. (10)–(13), 
which are the necessary conditions for a minimum of 
the Lagrange function F*
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The solution to the set of Eqs. (10–13) is then in the 
following form
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If the liquid volumes VI (= V1) and VII (= V2) are mea-
sured with errors, then it is necessary to correct them 
using corrections vV1 and vV2. In this case, the objective 
function, from which these corrections simultaneously 
with other corrections are determined, is
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The objective function (18) has a constraint, which is 
a modifi cation of Eq. (8).
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The Lagrange function is then
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The necessary conditions for a minimum of the 
Lagrange function, from which the corrections vV1, vV2, 
vc1, vc1 i and vc2 i (i = 2, 3, … n) can be obtained, are
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As the non-linearities in Eqs. (21)–(26) exist, this set 
of equations, whose dimension is 2n + 2, must be solved 
numerically, e.g., by the Newton-Raphson procedure. 

In order to decrease the dimension of this set, it is 
necessary to express the corrections vc1 i and vc2 i from 
Eqs. (24) and (25), respectively, and substitute them 
into Eqs. (21), (22) and (26). From this new set of equa-
tions, whose dimension is only 4, the corrections vV1, vV2, 
vc1 and the Lagrange multiplier L can be calculated. The 
remaining corrections, i.e., vc1 i and vc2 i (i = 2, 3, … n) can 
be obtained from Eqs. (24) and (25).

The weights of the individual measurements pV1, pV2, 
pc1 and pcki (k = 1, 2; i = 2, 3, … n) can be calculated from 
the measured values of V1, V2, c1 and cki (k = 1, 2; i = 2, 
3, … n) and mean quadratic relative errors, EV and Ec, 
which can be determined from repetitional experiments, 
using the following relations 
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In all the calculations we used EV × 100 = 0.01% and 
Ec × 100 = 0.21%—as determined experimentally.

6. Results and discussion

The effect of random experimental errors of the com-
ponent concentrations in both the compartments of the 
dialyzer upon the overall dialysis coeffi cient was judged 
on the basis of the mean quadratic relative errors of KA

2
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j Ai Ai
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K K
E × j = I, II

N K=

⎛ ⎞
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where subscripts real and precise mean the overall 
dialysis coeffi cient calculated from real and precise 
”experimental“ data, respectively. The superscript I 
and II means that the overall dialysis coeffi cient was 
calculated from the concentration data in compartment 
I and II, respectively. In order to obtain reliable values 
of j

kE  (j = I, II)—they depend upon the number of rep-
etitional experiments under the same conditions—the 

j
kE  were based on 5000 calculations (N = 5000).

6.1. Method A

The application of method A is based on the constant 
liquid volumes in both the compartments. In practice, 
two cases can occur: i) The liquid volumes are measured 
much more precisely than the component concentrations, 
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so that it is possible to suppose them correct. ii) The mea-
surements of the liquid volumes are loaded with the 
same errors as those of the component concentrations. 
Both these cases were analyzed. An important problem, 
which has to be solved in the connection with method 
A, is a number of experimental points used, mainly at 
high intensity of mass transfer, because under these 
conditions, owing the experimental errors the fraction
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Figs. 2–5 present the dependences of j
kE  (j = I, II) 

upon the number of experimental points used in the cal-
culation of the overall dialysis coeffi cient. The param-
eter of the individual dependences is the overall dialysis 
coeffi cient. Figs. 2 and 3 are valid for the maximum 
errors generated ±0.5%, while Figs. 4 and 5 concern the 
errors ±2.0%. Generally, if the higher random errors are 
introduced into the precise ”experimental“ concentra-
tion data, the higher values of the mean quadratic rela-
tive error can be seen. If the calculation of the overall 
dialysis coeffi cient is based on the concentration data 
in compartment I and if a small number of experimen-
tal data is used, then at low intensity of mass transfer 
the mean quadratic relative error, I

kE , is very high, so 
that the results obtained can be considered practically 
inapplicable (Figs. 2 and 4). These large errors follow 
from the incorrectly determined slopes of the straight 
lines, which are calculated from a small number of near 
points. The I

kE  decreases with an increasing number of 

0
100

101

102

103

n
25 50 75 100

E I 
K

,%

Fig. 2. Dependence of mean quadratic relative error, I
kE ,

upon number of experimental points. Method A—without data 
reconciliation. Experimental conditions: 0 1.0I

Ac =  kmol m–3, 
VI = 1 × 10–3 m3, VI/VII = 1.0, A/VI = 6.22 m–1, δmax = ±0.5%. 
KA [m s–1]: � –1 × 10–8, � –5 × 10–8, � –2 × 10–7, + –1 × 10–6, � –3 × 10–6.

100

10–1

101

0
n

25 50 75 100

E II 
K

,%

Fig. 3. Dependence of mean quadratic relative error, I
kE , 

upon number of experimental points. Method A—without 
data reconciliation. For experimental conditions and mean-
ing of symbols, see legend to Fig. 2.

experimental points and intensity of mass transfer. At 
very high intensity of mass transfer characterized by 
KA = 1 × 10−6 and 3 × 10−6 m s−1 a minimum on the depen-
dence I

kE  = f(n) can be identifi ed. The existence of the 
minima has a connection with the denominator of the 
fraction, which is plotted (in a semilogarithmic scale) 

100

101

102

103

104

E I 
K

,%

0
n

25 50 75 100

Fig. 4. Dependence of mean quadratic relative error, I
kE , upon 

number of experimental points. Method A—without data 
reconciliation. Experimental conditions: =0 1.0I

Ac  kmol m–3, 
VI = 1 × 10–3 m3, VI/VII = 1.0, A/VI = 6.22 m–1, δmax = ±2.0%. 
For meaning of symbols, see legend to Fig. 2.
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101

100

102

0
n

25 50 75 100

E II 
K

,%

Fig. 5. Dependence of mean quadratic relative error, II
kE , 

upon number of experimental points. Method A—without 
data reconciliation. For experimental conditions and mean-
ing of symbols, see legend to Fig. 4.

against time. After a certain time (expressed by the 
number of points), both the terms in the denominator 
become comparable, so that the introduced errors start 
to play very negative role in subtraction, which conse-
quently affects the value of the fraction. On the other 
hand, if KA is based on the concentration data in com-
partment II, more reliable results can be obtained – see 
Figs. 3 and 5. If the component concentrations are also 
measured with a small error  (i.e., below ±0.5%), then at 
low intensity of mass transfer (KA = 1 × 10−8 –2 × 10−7 m s−1), 
the calculation of the overall dialysis coeffi cient is 
loaded with small errors—even if a small number of 
experimental points is used. At high intensity of mass 
transfer, i.e., KA = 1 × 10−6 and 3 × 10−6 m s−1 the II

kE  sharply 
increases with an increasing number of the experimen-
tal points—max. error is approximately 10%.

Another important factors, which can infl uence the 
reliability of the results obtained, are the VI/VII and 
A/VI ratios. An increase in both these factors leads to 
an increase in the component concentration in compart-
ment II, so that higher VI/VII and A/VI ratios are used 
in the cases of low permeability of the membrane. The 
effect of VI/VII ratio upon the mean quadratic relative 
errors of KA is shown in Figs. 6 and 7. Here, the num-
ber of the experimental points equals 100, A/VI ratio is 
equal to 6.22 m−1, maximum error generated is ±0.5% 
and the liquid volumes are precisely measured. From 
the graphical presentations given in Figs. 6 and 7 it can 
be seen that an increase in VI/VII ratio causes an increase 
in both the errors, i.e., I

kE  and II
kE . Moreover, in the whole 

0
kV

101

100

102

2 4 6 8 10

E I 
K

,%

Fig. 6. Dependence of mean quadratic relative error, I
kE , 

upon VI/VII ratio. Method A—without data reconciliation. 
Experimental conditions: 0 1.0I

Ac =  kmol m−3, VI = 1 × 10−3 m3, 
A/VI = 6.22 m−1, n = 100, δmax = ±0.5%. KA [m s−1]: � – 1 × 10−8, � –2 × 10−8, 
� –5 × 10−8.

0
kV

10–1

100

E II 
K

,%

2 4 6 8 10

Fig. 7. Dependence of mean quadratic relative error, II
kE , 

upon VI/VII ratio. Method A—without data reconciliation. 
For experimental conditions and meaning of symbols, see 
legend to Fig. 6.

range of kV investigated the calculation of KA based on 
the concentration data in compartment II is more reli-
able than that based on the data in compartment I—the 
error II

kE  is less than the error I
kE . The dependences of the 
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mean quadratic relative errors of KA upon the A/VI ratio 
at VI/VII ratio equal to 1 for the case of low intensity of 
mass transfer are presented in Figs. 8 and 9. If the A/VI 
ratio is increased, then the error I

kE  decreases, while an 
opposite trend can be seen in the case of II

kE .
In all the fi gures mentioned above, no random errors 

were introduced into the liquid volumes. The further 
calculations, where random errors of the same mag-
nitude were introduced also into the liquid volumes, 
revealed that the addition of these new errors has prac-
tically no effect upon the mean quadratic relative error 

I
kE , while in the case of II

kE  somewhat larger errors were 
found—this increase was about 25%.

Fortunately, the unfavourable effect of the errors of 
the component concentrations upon KA can be elimi-
nated to a large extent if the data reconciliation is used. 
As an example, the same dependences as in Figs. 2 and 3 
are shown in Figs. 10 and 11. Generally, the dependences 
given in Figs. 10 and 11 have the same trends as those in 
Figs. 2 and 3. A detailed inspection of the dependences 

I
kE  = f(n) reveals that the mean quadratic relative errors 
I
kE , which exist in the case of data reconciliation, are 

about one order of magnitude lower than those with-
out data reconciliation. If in the case of low intensity of 
mass transfer in the calculation of KA the reconciled data 
in compartment II are used, then very reliable results can 
be obtained—the error II

kE  is about 0.1% (maximum errors 
generated 0.5%). On the other hand, if very intensive mass 
transfer exists, then higher errors of KA can be expected.

In contrast to the previous case, if random errors 
are introduced into both the component concentrations 
and the liquid volumes, then an evaluation of data rec-
onciliation is not straightforward at all. If better results 
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Fig. 8. Dependence of mean quadratic relative error, I
kE , 

upon A/VI ratio. Method A—without data reconciliation. 
Experimental conditions: =0 1.0I

Ac  kmol m–3, VI = 1 × 10–3 m3, 
VI/VII = 1.0, n = 100, δmax = ±2.0%. For meaning of symbols, 
see legend to Fig. 6.
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Fig. 9. Dependence of mean quadratic relative error, II
kE ,

upon A/VI ratio. Method A—without data reconciliation. 
Experimental conditions: =0 1.0I

Ac  kmol m–3, VI = 1 × 10–3 m3, 
VI/VII = 1.0, n = 100, δmax = ±2.0%. For meaning of symbols, 
see legend to Fig. 6.
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Fig. 10. Dependence of mean quadratic relative error, I
kE , 

upon number of experimental points. Method A—with 
concentration data reconciliation. Experimental conditions: 

=0 1.0I
Ac  kmol m–3, VI = 1 × 10–3 m3, VI/VII = 1.0, A/VI = 6.22 m–1, 

δmax = ±0.5%. KA [m s–1]: � –1 × 10–8, � –5 × 10–8, � –2 × 10–7, 
 + –1 × 10–6, � –3 × 10–6.
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fi cient can be based on the component concentrations in 
compartment I (the second term on the right hand side 
of the objective function (6) is omitted) or it can be based 
on the component concentrations in compartment II (the 
fi rst term is omitted). In addition to these cases, the com-
ponent concentrations in both the compartments can be 
used in the calculation of KA. Thus, the corresponding 
mean quadratic relative errors are I

kE , II
kE  and Ek. They 

are plotted against the number of experimental points 
in Figs. 12–14. Here, the experimental conditions are 
the same as those used in Figs. 4 and 5. A mutual com-
parison of the dependences presented in Figs. 4 and 
12 and in Figs. 5 and 13 reveals that in the cases of low 
or medium intensity of mass transfer method B gives 
the same results as method A. But in the case of high 
intensity of mass transfer, method B is more reliable 
than method A. The main advantage of method B is the 
fact that all the component concentrations in compart-
ment I or compartment II can be used and the sign of the 
fraction, which is plotted against time in a logarithmic 
scale, need not be checked. Moreover, method B elimi-
nates errors arising from the substraction of the terms in 

the denominators of the fractions
 ( )+ −
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at the end of the experiment, when 

both the terms are comparable. If all the experimental 
concentrations are used in the calculation of KA, the 
dependences Ek = f(n) have nearly the same course as 
dependences I

kE  = f(n) but the mean quadratic error Ek is 
much lower (Figs. 12 and 14).

If no random errors were introduced into the liquid 
volumes, the calculations revealed that also in the case of 
other dependences, i.e., j

kE  = f (VI/VII) and j
kE  = f (A/ VI) 

(j = I, II) methods A and B give—in many cases—
practically the same results. Larger differences between 
the corresponding dependences were found at very 
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Fig. 11. Dependence of mean quadratic relative error, II
kE , 

upon number of experimental points. Method A—with con-
centration data reconciliation. For experimental conditions 
and meaning of symbols, see legend to Fig. 10.

Table 1
Evaluation of data reconciliation—Method A: δmax = ±1%

Variable changed I
kE II

kE

Number of points + No effect
VI/VII ratio, n = 100 + –
A/VI ratio, n = 100 + –

+ means better results.
– means worse results.

Table 2
Mean quadratic relative errors calculated from reconciled 
data—Method A: VI/VII = 1; A/VI = 6.22 m–1; n = 2

KA, m s–1

 
 δmax = 0.5 %  δmax = 1.0 %   δmax = 2.0 %

I
kE

a I
kE

b I
kE

a I
kE

b I
kE a I

kE
b

3 × 10–6 0.376 1.589 0.746 3.244 1.506 6.648
1 × 10–6 0.360 3.474 0.724 6.972 1.487 13.770
2 × 10–7 0.354 2.473 0.711 5.057 1.424 10.105
5 × 10–8 0.357 0.821 0.711 1.647 1.434 4.106
1 × 10–8 0.356 0.475 0.706 0.949 1.412 1.912
Note: arandom errors introduced into concentration data only. 
brandom errors introduced into all data; in all cases I

kE  = II
kE .

are obtained or not, it depends upon the criterion used 
and the variable changed. This situation is schematically 
illustrated in Table 1.

When analyzing the effect of the number of experi-
mental points upon the mean quadratic relative errors 
using reconciled data, rather surprising results were 
obtained for the least number, i.e., for n = 2. Under these 
conditions, one can obtain very reliable results, mainly 
if both the liquid volumes are measured correctly. Also 
if random errors are introduced into all the data, relative 
good results are obtained (Table 2).

6.2. Method B

Similarly as in the case of method A, it is possible 
to analyze two variants: i) the introduction of random 
errors into the concentrations only; ii) the introduction of 
errors into the concentrations and volumes. In analogy 
to method A, the calculation of the overall dialysis coef-
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low intensity of mass transfer (KA = 1.0 × 10−8 m s−1).
Even though no extremes exist on the dependences
 j

kE  = f (VI/VII) (j = I, II), a minimum can be identifi ed on the 
dependence Ek= f (VI/VII) (Fig. 15). It is not affected 
by the maximum error generated but it is shifted 

to higher values of the VI/VII ratio with decreas-
ing intensity of mass transfer. Similarly as in the case 
of method A, if only random errors of the component 
concentrations exist and if data are reconciled then very 
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Fig. 12. Dependence of mean quadratic relative error, I
kE , 

upon number of experimental points. Method B—without 
data reconciliation. Experimental conditions: =0 1.0I

Ac  
kmol m–3, VI = 1 × 10–3 m3, VI/VII = 1.0, A/VI = 6.22 m–1, δmax = 
±2.0%. KA [m s–1]: � –1 × 10–8, � –5 × 10–8, � –2 × 10–7, + –1 × 10–6,
� –3 × 10–6.
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Fig. 13. Dependence of mean quadratic relative error, II
kE , 

upon number of experimental points. Method B—without 
data reconciliation. For experimental conditions and mean-
ing of symbols, see legend to Fig. 12.
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Fig. 14. Dependence of mean quadratic relative error, Ek, 
upon number of experimental points. Method B—without 
data reconciliation. For experimental conditions and mean-
ing of symbols (Fig. 12).
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Fig. 15. Dependence of mean quadratic relative error, Ek, 
upon VI/VII ratio. Method B—without data reconciliation. 
Experimental conditions: =0 1.0I

Ac  kmol m–3, VI = 1 × 10–3 m3, 
A/VI = 6.22 m–1, n = 100, δmax = ±1.0%. KA [m s–1]: � –1 × 10–8, 
� –2 × 10–8, � –5 × 10–8.
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reliable results are obtained–compare e.g., the corre-
sponding dependences in Figs. 15 and 16.

Reconciliation of all the data (the component con-
centrations and liquid volumes) using Eqs. (21)–(26) 
produces nearly the same results as found by method 
A. The evaluation of this procedure is given in Table 3.

Similarly as method A, method B gives the same 
surprising results for the least number of the experimental 
points. These results are very closely to those presented 
in Table 2.

7. Conclusion

The method of numerical error analysis was used to 
fi nd the effect of random errors of the component concen-
tration in both the compartments of a batch dialyzer upon 
the overall dialysis coeffi cient. This method was based 
on a generation of precise ”experimental“ concentration 

data, into which small random errors were introduced
Two methods for the calculation of the overall dialysis 
coeffi cient were evaluated: i) method A, which is based 
on the linearization of the equation describing the depen-
dence of the component concentration in compartment I or 
compartment II upon time; ii) method B, which is based on 
the direct use of the same equation as in (i). The numerical 
error analysis revealed that:

1. Both the methods give practically the same results.
2. The main advantage of method B is the fact that all the 

experimental points can be used in the calculation of 
the overall dialysis coeffi cient without checking the 
sign of the fraction, which is plotter against time in a 
logarithmic scale.

3. The unfavourable effect of the input quantities, which 
is dependent upon intensity of mass transfer, VI/VII 
and A/VI ratios, can be eliminated to a some extent 
using reconciled experimental data.
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Symbols

A — membrane area, m2

c — molar concentration, kmol · m−3

Ec —  mean quadratic relative error of measure-
ment of component concentration, %

j
kE  —  (j = I, II) mean quadratic relative error of 

calculation of KA, %
EV —  mean quadratic relative error of measure-

ment of liquid volume, %
F — objective function, (in Eq. (6) kmol2 m−6)
F* — Lagrange function
KA — overall dialysis coeffi cient, m s−1

kV — VI/VII ratio
L —  Lagrange multiplier, m3 kmol−1, kmol−1 

(in Eq. 20)
N — number of calculations
n — number of experimental points
pc1, pcki —  (k = 1, 2; i = 2, 3, … n) weights of individual 

measurements of component concentra-
tion, m6 kmol−2

pVk —  (k = 1, 2) weights of measurements of
 liquid volumes, m−6

V — volume, m3

vV1, vV2 — corrections of volumes, m3

vc1, vcki —  (k = 1, 2; i = 2, 3, … n) corrections of concen-
trations, kmol m−3

δmax — maximum random error generated, %
τ — time, s
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Fig. 16. Dependence of mean quadratic relative error, Ek, 
upon VI/VII ratio. Method B—with concentration data rec-
onciliation. For experimental conditions and meaning of 
symbols, see legend to Fig. 15.

Table 3 
Evaluation of data reconciliation—Method B: δmax = ±1%

Variable changed I
kE II

kE Ek

Number of points + – +
VI/VII ratio, n = 100 + –, + only at 

low ratio
–, + only at 
low ratio

A/VI ratio, n = 100 + – No effect

+ means better results
– means worse results
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Superscripts and subscripts

A — referred to component A
c — referred to concentration
calc — calculated
exp — experimental
I — referred to compartment I
II — referred to compartment II
real — real experimental data
precise — precise experimental data
V — referred to volume
0 — initial
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