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ABSTRACT

The aim of this study is to determinate optimal model parameters for prediction of long-
term forward (>1 month) chlorophyll-a (Chl-a) concentration in lakes. To optimize model
parameters, water quality data from 93 lakes in South Korea were collected and analyzed.
Among the 93 lakes, 30 problematic lakes were selected as study sites. Correlation analysis
using Chl-a and other water quality data were conducted, and the results indicated that
electrical conductivity (EC) and turbidity are important key parameters, which are less con-
siderable than in previous research. To verify effectiveness of the selected parameters, one-
month forward prediction of Chl-a concentration was performed using water quality data
from the most problematic lakes in South Korea. Artificial neural networks were used as a
prediction model. The results of Chl-a prediction using selected parameters showed higher
accuracy compare to using general parameters based on the literature reviews. EC and tur-
bidity are important parameters, showing high correlation with Chl-a. This study will cor-
roborate effective model parameters to predict long-term Chl-a concentration in lakes.

Keywords: Chlorophyll-a forecasting; Long-term forecasting; Correlation analysis; Artificial
neural networks; Algae early warning system

1. Introduction

Algal bloom problems in lakes have been widely
reported, becoming a serious environmental issue
because of their harmfulness to ecosystems, causing
huge economical loss. To prevent algal bloom, an
algae early warning system is one of effective strate-
gies in terms of proactive management concept. An
algae-alert system, similar to an algae early warning

system, is a forecasting and warning system to pre-
vent damages caused by the massive algal bloom by
prediction of Chl-a concentration and proactive strate-
gies. The system has been applied in European, North
American, and Asian countries. In South Korea, an
alert system was implemented in 1998 at four major
lakes used as a drinking water resource. After that,
the system was installed to 22 lakes until 2013, and
will soon be applied to almost all lakes in South
Korea.
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Algae alert system must have three functions; real-
time analysis of water quality, forecasting of major
water quality parameter, and warning function. Cur-
rently, real-time analysis and warning function have
been developed rapidly. For example, more than 70
auto-analysis systems already exist in South Korea.
However, forecasting system for water quality is badly
applied because of lack of effective forecasting models.
Several studies have been conducted to simulate algae
concentration, optimize model parameters, develop
prediction models, and finally support the algae alert
system. Selection of model parameters is a key chal-
lenge for high prediction accuracy of models [1–6]. Gen-
erally, phosphorous and nitrogen compounds are
considered the main parameters related to lake
eutrophication, so they are used in many studies [1–3].
The authors absolutely agree with previous studies
because there are plenty of references to verify the rela-
tionships between nitrogen, phosphorous, and lake
eutrophication. However, this study started with a dif-
ferent view point, positing that environment and land
usage differ from country to country, so specific eco-
condition should be considered based on water quality
data. To identify correlation between variables, correla-
tion analysis, factor analysis, and regression analysis
are commonly used. Among these methods, correlation
analysis is a bivariate analysis that measures the
strengths of association between two variables, and has
showed excellent results in several studies [4–7].

After selecting effective model parameters, fore-
casting models should be developed with considera-
tion of field situation. To develop forecasting models,
prediction period is also an important factor. Predic-
tion period such as daily or weekly is not helpful for
real operations because of the fact that algae preven-
tion technologies such as hazardous control, algae
fence, and aeration are impossible to be effective
within one week. Obviously, it is possible to predict
one-month or one-year forward Chl-a concentration
using weekly prediction data, but model uncertainty
must be increased in this case. For making proactive
technologies effective in reducing eutrophication, the
authors believe that one-month (or two-week) forward
prediction is needed.

For a direct prediction of one-month forward Chl-a
concentration, a deterministic model such as black-box
model has got attention in terms of accuracy and fast
calculation [8]. Among several black box models, arti-
ficial neural networks (ANN) have showed high per-
formance to predict water quality in several studies
[1,3,6,9–14]. However, the model parameters and pre-
diction period still need to be developed.

This study was therefore conducted to figure out
an appropriate statistic analysis method to select

optimal parameters for long-term prediction of Chl-a,
and verify effectiveness of the parameters using ANN.
Moreover, common parameters in other studies have
been reviewed, and compared with results of this
study. Finally, proactive strategies using a forecasting
model developed in this study are discussed to mini-
mize lake eutrophication.

2. Methodology

2.1. Correlation analysis of water quality data

Correlation analysis methods are generally classi-
fied into Pearson correlation analysis, Spearman rank
correlation test, and Kendall rank correlation. Pearson
correlation analysis is widely used in statistics to mea-
sure the degree of the relationship between linear
related variables, while spearman rank correlation is a
non-parametric test that is used to measure the degree
of association between two variables. Spearman rank
correlation test does have any assumptions about the
distribution of the data and is the appropriate correla-
tion analysis when the variables are measured on a
scale that is at least ordinal. Simply saying, Pearson
correlation benchmarks linear relationship, and Spear-
man correlation benchmarks monotonic relationship
between parameters. Kendall rank correlation is also a
non-parametric test that measures the strength of
dependence between two variables. The main differ-
ence between Spearman correlation and Ketal correla-
tion is that Spearman method tends to match with
power function while Kendall method is rather
intended to other nonlinear correlations. Considering
the usage of each methods and literature reviews
[6,15], Pearson correlation analysis was used in this
study. The general formula of Pearson’s correlation
coefficient “r” is provided in Eq. (1):

r ¼ rxy ¼
Pn

i¼1 xi � �xð Þ yi � �yð Þf gffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1ðxi � �xÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1ðyi � �yÞ2

q (1)

where x and y are data-sets containing n values and �x
and �y are mean value of x and y, respectively.

2.2. Artificial neural networks

ANN have got attention in various engineering
communities when models need deterministic predic-
tion and fast calculation in real-time prediction [16–18].
In studies on water resource management, many
experts [17,19,20] agreed with the benefits of ANN,
such as low data requirements (ex. geological data),
and better consideration of non-linear parameters.
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Multi-layer perceptron (MLP) is a kind of ANN and
have showed good performance in both short- and
long-term prediction [2,21–23]. Furthermore, a double
hidden layer was matched properly with MLP in sev-
eral studies [24,25]. Therefore, in this study, MLP with
double hidden layers has been tested with various
number of nodes (5, 10, 15, and 20) (Table 1), and an
optimal node number was selected for prediction of
Chl-a at each study site.

For activated function at hidden- and output-layer,
sigmoid and linear function were used, respectively
[26–28]. To adjust weight, the back-propagation algo-
rithm as first suggested by Rumelhart and McClelland
[29] was used because it is an adequate method to
train the MLP, and particularly it is less sensitive to
the noises or errors inherent of parameters. For vali-
dating model accuracy, three criteria were used in this
study (Table 2). In Table 2, P is the result of predic-
tion, O is the measured values from sites, �O is the
average of O values, and n is the number of samples.
Data were adjusted on a scale ranging from 0 to 1,
and then used for input and output values.

2.3. Study sites

The parameters for prediction of Chl-a are various
and show different aspect depending on geological
and environmental conditions. In this study, to opti-
mize the parameters related with Chl-a, survey and
data analysis were conducted for 93 lakes, which are
almost all of the lakes in South Korea. Among the
lakes, 30 lakes were selected as shown in Fig. 1 in
terms of amount of accessible data. Water quality data
were measured monthly by Korea Nation Institute of
Environmental Research, and opened to public since
2005. Fifteen types of water quality data such as tem-
perature (temp.), pH, dissolved oxygen (DO), chemical
oxygen demand, biological oxygen demand (BOD),
suspended solid (SS), nitrate (NO3-N), dissolved total
nitrogen, ammoniacal nitrogen (NH3-N), total nitrogen

(TN), total phosphorus (TP), phosphate phosphorus
(PO3-P), dissolved total phosphorus, electrical conduc-
tivity (EC), and Chl-a were collected. Six years of data
(2006–2011) were used. Flow and rainfall data were
not used in this study because hydraulic retention
time changed rapidly, and also these obviously
showed low correlation with Chl-a in preliminary
tests. Similar results that hydraulic retention time is
not the main parameter for prediction of Chl-a was
obtained in other researches [6,30]. All data were sub-
divided into training-validation (4 years) and testing
period (2 years). The four-year training-validation per-
iod (2006–2009) was divided into training and valida-
tion parts. For correlation analysis, water quality data
from upstream and water intake point were used. For
some intake point where upstream exists more than
two, water quality data of upstream were averaged
and used.

3. Results and discussions

3.1. Key parameters for Chl-a prediction

Based on the literature review, 13 of effective
parameters for prediction of Chl-a concentration are
summarized in Table 3. SS and turbidity were counted
together, and expressed as “Tun.SS.” In the literature,
96% of articles agree that temperature (Temp.) of
water is the most important parameter, while pH, DO,
TP, and PO4-P were also considered as key parameters
in that order. It is noteworthy that the meaning of
total (%) is numbers of use in the literature. It does
not mean its importance, but the parameters with high
percentage have big potential to be valuable parame-
ters for prediction. Results of correlation analysis in
this study are shown in Table 4, while Fig. 2 illustrates
comparisons between literature reviews and results of
correlation analysis.

Results of correlation analysis showed same and
different aspects compared to previous studies

Table 1
ANN structure for one-month forward prediction of Chl-a

Composition of ANN Description

Structure type Multi-layer perceptrons
Number of hidden layer 2
Number of nodes at first hidden layer 5, 10, 15, 20
Number of nodes at second hidden layer 5, 10, 15, 20
Activated function at hidden layer Sigmoid function, f(x) = 1/(1 + e–x)
Activated function at output layer Linear function (f(x) = x)
Weight adjust algorithm Back-propagation algorithm
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(Fig. 2). First of all, temperature of water was the most
important parameter in both the literature review and
correlation analysis. Secondly, DO ranked third in lit-
erature review, while holding the second rank in cor-
relation analysis. Many studies agree that temperature
and DO show high relationship with Chl-a
[3,9,11,13,31]. Lake eutrophication generally increases
with temperature because algae grow rate is higher at
higher temperatures. The increase in DO concentration
can increase algae concentration [13,32]. Specially, Wei
et al. [13] found increasing DO concentration will
stimulate the growth of Phormidium and Synedra.
Therefore, temperature and DO are regarded as
parameters which are highly correlated with Chl-a in
most environments.

One distinctive finding from correlation analysis
concerns pH. Correlation analysis results in this study
showed a low correlation of pH with Chl-a, though
pH is high influential and the second important
parameter in literature reviews. The correlation
between pH and Chl-a is high in only 5 lakes among

30 study sites. Generally, pH is closely related to
Chl-a because algae use carbon dioxide as a carbon
source during photosynthesis, and carbon dioxide in
water affects pH [33]. The possible reason for low cor-
relation of pH and Chl-a in this study is the lag-time
which means time difference between parameters. A
Chl-a concentration at the study sites was used for
one-month before pH at upstream for correlation anal-
ysis. This finding has two meanings: one thing is that
pH is not prior factor for one-month Chl-a prediction.
The other factor is that the effect of carbon dioxide to
pH is not worth to consider for long-term prediction.

The other remarkable thing from correlation analy-
sis results in this study is that the correlation with Chl-
a to EC and turbidity is higher than phosphorous- and
nitrogen-compounds in many study sites. Phosphorous
and nitrogen compounds are regarded as very impor-
tant factors in the literature reviews because these two
parameters are essential nutrients for algal growth
[1,5,6,14]. However, several studies also agree with the
importance of EC [3,6,21,34], while turbidity has been

Table 2
Criteria for testing validity of the model

Criteria Purpose Estimation

Coefficient of determination (R2) To evaluate the goodness-of-fit of models R2 ¼
Pn

i¼1
ðPi��OÞ2Pn

i¼1
ðOi��OÞ2

Mean square error (MSE) To quantify the error of models MSE ¼ 1
n

Pn
i¼1ðPi �OiÞ2

Mean percentage error (MAE) To compare the error between populations MAE ¼ 1
n

Pn
i¼1

Pi�Oi
Oi

Fig. 1. Study sites in this study.
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used as an input parameter in many studies [13,21,35].
A special meaning of correlation analysis results is that
phosphorous and nitrogen are high correlated with
Chl-a, but not the essential factors which should be
considered for all sites. Furthermore, EC and turbidity
are important factors related to Chl-a, and it would be
preferable to consider EC and turbidly for simulation
of Chl-a concentration.

Therefore, similar to the literature review, it has
been confirmed that temperature and DO are highly
correlated with Chl-a in the results of correlation anal-
ysis in this study. A singularity is EC and turbidity,
with higher correlation than phosphorous and nitro-
gen, and pH which is regarded as an important
parameter in literature showed a low correlation with
Chl-a in South Korea.

3.2. Prediction of 1-month forward Chl-a concentration

Based on the results of literature reviews and cor-
relation analysis, prediction of one-month forward
Chl-a concentration was conducted using ANN. There
are three reasons why one-month prediction was

performed in this study. Firstly, water quality data are
measured every month in study sites. Secondly, a
short forecasting period (less than two weeks) is not
enough to prevent algae bloom by using proactive
strategies such as algae fence and aeration. Lastly, the
current algae alert system in South Korea has been
operated based on monthly water quality. Therefore,
prediction of one-month forward Chl-a concentration
was carried out in this study.

Generally, it is hard to predict one-month after Chl-
a concentration directly using governing equations (ex.
Darcy’s Law, Lagrange’s equations, and etc.) or regres-
sion analysis (ex. linear regression, multiple regression
analysis, ordinary least squares regression, etc.). The
main reason is the difficulty in making a formula
including all parameters due to various environmental
conditions related to eutrophication. Obviously, it is
possible to predict one-month to one-year using gov-
erning equations or regression analysis. However, this
also requires assumptions of nature or stepwise predic-
tion, which can increase uncertainty of models. There-
fore, box-box models which do not require governing
equations are preferred to predict Chl-a concentration.

Table 3
Literature reviews of related parameters with chlorophyll a concentration

Refs. Temp. pH DO TP PO4-P TN NO3-N NH3-N Clean. EC Tub.SS COD BOD

[3] O O O – O – O – O O O – –
[4] O – – O – O – – – – – – –
[6] O O
[7] O – – O – O – – O – – – –
[9] O O O – – – O O O – – – –
[10] O O O O O O O O – –
[11] O O O – O – O – O – O – –
[12] O – O – O – – – O – – – –
[13] O O O O – O – – – – – O –
[14] O – – – – – – – O – – – –
[31] O O O O – O – O O – – O O
[36] O O – – O – O O – – O – –
[37] O O O O O – O O O O – – –
[38] O – – Oa – Oa – – – – – – –
[39] O O O – – – – – – – – – –
[40] O – – O – – – – – – – – –
[41] O – – O – – – O O – – – –
[34] O O O O O O
[42] O O O O O – O O – – – – O
[43] O O O O O O O
[44] O O O O O O O O
[45] O O O O O O O
[46] O O O O O O O
[35] O O O O O O O O O O O O
bTotal (%) 96 63 58 50 46 29 54 50 46 17 33 21 21

aMeaning of TP and TN in Chen et al. [38] is total inorganic phosphorus and inorganic nitrate, respectively.
bMeaning of “Total” is the percentage value of “numbers of use per total numbers of literature”.
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The lake where there were the most serious prob-
lems with Chl-a in the last decade was selected as a
study site. In the algae alert system in Korea, the first
warning starts when Chl-a concentration is more than
15 mg/m3 and the second warning starts when Chl-a
concentration is more than 25 mg/m3, while the final
warning level is Chl-a concentration at more than
100 mg/m3.

Water quality of Hoeya Lake is a big problem
because of high Chl-a concentration, which was over
the second warning level every year during the study
period (2006–2011), and 60% of the second warning
levels reached the final warning level. Therefore,
Hoeya Lake was selected as the case study site in this
study. Hoeya Lake is used as a drinking water source
and has an upstream named Hoeya river. The catch-
ment area is 125.5 km2 while lake surface area is
2.37 km2. Effective storage volume is 17,700,000 m3.

Correlation analysis results of Hoeya Lake and
Hoeya river are shown in Table 5. Current data in
Hoeya river and one-month after data in Hoeya Lake
were compared by correlation analysis results. Within
0.01 of significance probability, temperature, DO,
BOD, EC showed high correlation with one-month
after Chl-a. Additionally, NO3-N, TN, PO4-P, and TP
showed high correlation within 0.05 of significance
probability. The remarkable thing is that EC and BOD
are more strongly correlated with Chl-a than nitrogen
and phosphorous.

Based on results of correlation analysis, three types
of ANN were designed. Differences between ANN
models are input parameters. Based on the following
rules, input parameters are listed in Table 6.

C-ANN: Water quality data (eight data are selected
in order of frequent usage) in Table 3 are used as
input parameters.

Table 4
Correlation analysis results between Chl-a and other parameters

Lake Temp. pH DO TP PO4-P TN NO3-N NH3-N Clean. EC Tub.SS COD BOD

1 O
2 O O
3 O O O
4 O O
5 O O O O O O O
6 O O O O O O O
7 O O
8 O O O O
9 O O O O O
10 O O O O
11 O O
12 O O O O O
13 O O O O O O
14 O O O O O O O
15 O O O O O
16 O O
17 O O O O
18 O
19 O O O
20 O
21 O O O O O O O O O
22 O O O O O O
23 O O O O O
24 O O O O O O
25 O O
26 O O O
27 O O O O O O O
28 O O O O O O
29 O O O O O
30 O O O O O O O O
Total (%) 93 17 70 30 30 30 27 17 3 33 33 23 20
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5-ANN: Water quality data showing lower than
0.05 of significance probability in Table 5 are used as
input parameters.

1-ANN: Water quality data showing lower than
0.01 of significance probability in Table 5 are used as
input parameters.

Fig. 2. Comparison between literature reviews and results from correlation analysis.

Table 5
Correlation analysis results of water quality data in Hoeya Lake

Water-quality data Pearson correlation coefficient (r) Significance probability (=ρ)

Temp. −0.556 0.000
DO 0.396 0.001
pH −0.156 0.190
BOD −0.249 0.005
COD −0.133 0.265
SS −0.136 0.256
NH3-N −0.027 0.825
NO3-N 0.395 0.041
TN 0.365 0.022
PO4-P 0.375 0.021
TP 0.324 0.015
EC 0.326 0.003

Table 6
ANN input and output parameters in Hoeya Lake

Parameters Description

Input water quality data C-ANN Temp., pH, DO, NO3-N, NH3-N, TP, PO4-P, Clean.
5-ANN Temp., DO, BOD, EC, NO3-N, TN, PO4-P, TP
1-ANN Temp., DO, BOD, EC

Output data 1-month forward Chl-a concentration
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Results of the one-month forward prediction of
Chl-a in Hoeya Lake using ANN models are shown in
Fig. 3. Overall, prediction results showed high accu-
racy in terms of high coefficient of determination
(=R2) recorded greater than 0.91 and 0.80 in training
and prediction periods, respectively. 5-ANN showed
the highest prediction accuracy. Parameters within
significance probability 0.05 are used as input
parameters for 5-ANN. It has been shown that high
correlation parameters strongly effect Chl-a prediction.
1-ANN showed the second highest prediction accu-
racy. The reason why the prediction accuracy is lower
than 5-ANN despite higher correlation is because of
small numbers of input parameter. In other words, it
is possible to simulate Chl-a concentration with only
temperature, DO, BOD, and EC in a study site, but
adding parameters of NO3-N, TN, PO4-P, and TP
makes for a more accurate simulation. However, as C-
ANN shows in Fig. 3, many parameters without statis-
tical analysis can cause low prediction accuracy. In
addition, MSE is one of the important criteria which
increases much more for errors at high peak point. In
Fig. 3, MSE of C-ANN in the training part is 2–3 times
higher than 1-ANN or 5 ANN. One of the most

important things in order to practically apply predic-
tion models is exactly predicting peak time and dam-
age of event. In this aspect, pH, which has been used
in other studies, is a hindrance to prediction in the
study sites of this study. So, it is confirmed that using
input data based on personal knowledge or experi-
ences without statistical analysis rather reduce predic-
tion accuracy. Correlation analysis, factor analysis,
and regression analysis are used to analyze connectiv-
ity between parameters and it has been proven that
correlation analysis shows good efficiency to select
parameters for the prediction of Chl-a, while ANN
shows high accuracy of one-month forward prediction
of Chl-a.

The results of this study can provide one-month
Chl-a concentration, which is necessary for effective
operation of an algae early warning system. Using
one-month after Chl-a concentration, proactive water
quality management is possible. An operator of lake
management systems should consider various condi-
tions of lakes and prepare several proactive strategies
such as algae removal boats, algae fences, aeration
systems, and others. After preparing prevention plans,
application order of the prevention technologies

Fig. 3. Results of one-month forward prediction of Chl-a in Hoeya Lake using C-ANN, 5-ANN, and 1-ANN.
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should be decided. Using forecasting models such as
ANN, once a risky level of Chl-a concentration is pre-
dicted, the operator has to suggest possible strategies
to decision-makers, and they must select effective
actions for algae reduction. Finally, the authors believe
that successful long-term forecasting may support an
algae early warning system, and that the statistical
analysis and ANN developed in this study show
strong potential to develop Chl-a forecasting models.

4. Conclusion

Selecting model parameters is considered a very
essential part to design forecasting models. Optimiza-
tion of the model parameters is therefore important.
To determinate optimal model parameters to predict
long-term forward chlorophyll-a concentration in
lakes, 30 problematic lakes have been selected as
study sites among 93 lakes in South Korea. Correlation
analysis between Chl-a and other water quality data
was carried out, and the results represented that tem-
perature and DO have high correlation with Chl-a. A
remarkable finding of this study is that EC and turbid-
ity showed higher correlation with Chl-a compared to
phosphorous and nitrogen. Furthermore, pH, which is
regarded as an important parameter in the literature,
showed a low correlation with Chl-a in South Korea.
Although this parameter, which has a high correlation
with Chl-a, does not guarantee good performance for
Chl-a simulation, it has high potential to increase
model accuracy as an input parameter. To verify the
effectiveness of selected parameters as forecasting
models inputs, ANN was applied to simulate one-
month forward Chl-a concentrations, and the parame-
ters were used as input valuables for ANN. The
results of Chl-a prediction verified that high correlated
parameters showed better performance than general
parameters selected based on literature or modeler’s
knowledge. Finally, correlation analysis is a preferable
statistical method which may be used to select optimal
parameters for Chl-a simulation, while ANN showed
high accuracy for simulation of Chl-a. Furthermore,
EC and turbidity were highlighted as important
parameters in this study.
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