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a b s t r a c t
In recent years, with the impact of climate change and human activities, the spatial and temporal 
distribution of water resources change significantly. Data storage, computing and analysis of water 
resources data have become increasingly difficult. The traditional data storage and management tech-
nology are very difficult to handle current water resources data. In this case, the big data technol-
ogy is used to tackle this challenging water resources management issue in the social and economic 
development. This paper, for the first time, addresses three key issues of designing and implementing 
distributed water resources big data management system. The performance and advantages of water 
resources big data system are evident in terms of data access, computing and analysis speed.
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1. Introduction

Water resources are one of the most important resources to 
human beings and necessary for a wide range of areas such as 
agricultural, industrial, household, recreational and environ-
mental activities. All living creatures require water to grow and 
reproduce. Therefore, having a good management of water 
resources is vital. However, the traditional water resources 
management is not able to manage such a huge amount of 
data efficiently since the data is high volume, high velocity, 
and high variety (3Vs) [1]. The data volume refers to the huge 

amount of data, velocity relates to the speed of data accessing 
and processing, and variety refers to the various types of data. 
In this case, we need a more powerful tool to handle such huge 
amount of heterogeneous complex dataset efficiently. In this 
case, big data technology is presented to tackle this challeng-
ing issue recently and received great attention [2].

This is an era of big data and the big data have been 
penetrating into our everyday life [3]. It has been applied suc-
cessfully into several application areas such as biology [4], 
business management [5], etc. Water resources data involve a 
lot of temporal and spatial data, and also has a long time-scale 
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making it difficult to manage. Current development of big 
data technology provides a feasible way of managing it 
efficiently. In this paper, we apply the big data technology 
into water resources management system to handle the data 
efficiently. In particular, we give details of the water resources 
data, storage design and distributed computing.

The structure of the paper is as follows: Section 2 
describes water resources management data. Section 3 
describes the key technologies of designing big data water 
resource system, which involves storage design, distributed 
computing and structures. In Section 4, the performance and 
advantages of this water resources big data system are given. 
The conclusion is given in Section 5.

2. Water resources management data

2.1. Basic data

Water resources management aims to achieve the 
reasonable development of water resources, comprehensive 
management, optimization, comprehensive conservation 
and effective protection. The key factor is timely and accurate 
grasp of water resources and water resources development, 
utilization and protection. Accurately grasping the 
characteristics and rules of the changes require strong basic 
data supports [6]. The source of data, functions and timeliness 
of the fundamental data is limited.

The data mainly include:

(1) Monitoring data such as: water resources, water 
environment, water ecology and rainfall forecasting data;

(2) Total water usage data, including surface and 
groundwater water usage, water allocation, water intake 
licensing, water resources scheduling, water users and 
water rights trading data;

(3) Water usage efficiency data, including water saving 
indicators, water usage planning indicators, water quota, 
water usage efficiency, unconventional water and other 
data;

(4) Water active areas data, including water active zones, 
water area acceptance capacity assessment, water quality 
monitoring and evaluation of water level, investigation 
and monitoring of river outfall, drinking water source 
protection, etc.;

(5) Water resources economic accounting data, including 
total water consumption and sewage discharge account-
ing data, water resources fee accounting, water supply fee 
accounting, water rights transfer transaction accounting, 
ecological compensation standard quantitative account-
ing and other data.

2.2. Association and spatial data

Different water conservation and environmental 
protection sectors obtain and store their data (only covering 
their own territories), respectively. The sources of data are 
various: satellite remote sensing data, global positioning 
system data, geographic information system data, wireless 
sensor network data and other modern measurement tech-
nology data [7]. At present, the mechanism of data sharing 
mechanism between the various sectors has not formed. In 
order to adopt the data and make it beneficial to our society 

and economy, a united platform of water resources manage-
ment information system for various departments is needed 
[8]. This platform can be used to manage the integration of 
water data, water quality, water supply, water entry–exit 
scale, groundwater overdraft, dumping sewage into the river 
mouth, real-time monitoring and data sharing.

In addition, some data (including structured, unstruc-
tured and semi-structured data) are scattered at different 
institutions, enterprises, factories and irrigation management 
sectors, residential and industrial parks. For data of those 
type, we use mobile internet, social networking and cloud 
computing tools to integrate them into a flexible and open 
high-performance platform [9].

At present, industrial sectors use traditional database 
system to manage the data, which has a unified structure. 
This unified data are structured data. However, with the 
development of the internet, various data with different data 
formats come into our life such as: graphics, images, voice 
video, spreadsheets and other multimedia information [10]. 
This kind of information cannot be expressed in a digital or 
unified structure, and it is another data: unstructured data. 
The water resources data also include structured and unstruc-
tured data such as geography information spatial data.

2.3. Data features

The water resources spatial data mainly include 26 object 
types. The vector data include eight themes including rivers and 
lakes, water conservancy projects, economic and social water 
usage, river and lake development and conservation, water 
and soil conservation, water conservancy industry capacity, 
irrigation areas, and groundwater wells. Also, it includes the 
three-level water resources regionalization and watershed 
regionalization elements, which in total has 44 regionalization 
elements. The data integration model is shown in Fig. 1; the 
overall planning model hierarchy is shown in Fig. 2. 

3. Key technologies of water resources big data system

The basic idea of constructing a distributed spatial 
unstructured water resources big data system has three 
key aspects: columnar storage, distributed storage and dis-
tributed computing. The data can be broadly divided into 
attribute data and spatial data. The storage of spatial data is 
achieved using ArcGIS system and the attribute data can be 
stored in database systems.

Fig. 1. Data integration model.
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3.1. Columnar storage

The distributed spatial unstructured water resources big 
data system adopts columnar storage to store the basis data 
mentioned in Section 2. The columnar storage facilitates the 
accessing speed of the water resources basic data.

The columnar storage has quicker reading speed than 
row storage. Unlike row storage, the columnar storage 
takes fields as clustering units and reads the corresponding 
columns directly, and therefore, there is no redundant 
column. Additionally, water resources data in each col-
umn are homogeneous, and there is no two-semantic issue. 
Compared with row storage, the columnar storage has 
lower storage efficiency since the disk head is required to 
move to the corresponding positions when writing multiple 
rows. However, the columnar storage still has great advan-
tages. For example, the columnar storage makes the water 
resources big data system easier to parse the water resources 
basic data. Also, it is easier to design a better compression/
decompression algorithm for the water resources basic 
data [11]. Row and column storages are shown in Fig. 3.

In order to improve the storage efficiency of columnar 
storage, a number of methods have been used. First, multi-
ple hard disks with multi-threaded parallel I/O is used. The 
multi-threaded parallel data reading and writing technology 
reduces disk reading and writing contentions effectively. In 
addition, a rollback mechanism which is similar to relational 
database is considered. Using the rollback mechanism, the 
previously written data all fail when a column write fails. The 
hash code is also considered to further ensure the integrity of 
water resources basic data.

3.2. Distributed storage

Various water resources data are distributed in different 
sectors at different locations; therefore, an efficient data 
integration system has to be designed to manage data at 
different sectors and locations. In this case, distributed 
storage is used to manage the water resources basic data.

The distributed file system is able to operate a large 
number of servers of different water resources sectors to 
manage data. We do not feel storing and reading the water 
resources data on different servers (located at different 
water resources sectors) when we use the distributed file 
management technology. Essentially, the distributed file 
system manages a thing called a server cluster. In this 
server cluster, the water resources data are stored in the 
cluster node (the server in the cluster), but the file system 
shields the differences between the cluster nodes [12]. 
Therefore, we feel that managing our water resources 
data in a same server. Actually, the data are distributed at 
different servers at different water resources management 
sectors.

In the distributed storage system, the data dispersed 
in different nodes may belong to the same file. In order 
to organize a large number of files, the files can be put 
into different folders, and the folders can be included in 
the first level. We call this mechanism “namespace”. The 
namespace manages all the files in the entire server clus-
ter. Obviously, the responsibilities of namespaces are dif-
ferent from other nodes [13]. The node responsible for the 
namespace is called the master node, and the node respon-
sible for storing the real data is called the slave node. The 

Fig. 2. Hierarchical data model.
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master node is responsible for managing the file structure 
of the file system, and the slave node is responsible for 
storing the real data, which is known as the master–slave 
architecture. When operating, we first deal with the master 
node, query which nodes are stored on the slave nodes, and 
then read from the nodes, as shown in Fig. 3. In the master 
node, in order to accelerate the speed of data accessing, the 
entire namespace information will be placed in the RAM 
memory. When the large size of files is stored, the master 
node needs larger amount of RAM memory storage space. 
When storing data from a node, some raw data files may 
be large, some may be very small, and the size of the file is 
not easy to manage, then you can abstract an independent 
storage file unit, called block. Data stored in the cluster may 
be due to network reasons or server hardware causes access 
failure, it is best to use replica mechanism, the data backup 
to multiple servers at the same time, so that the data are 
safe and data loss or access failure probability is small, as 
shown in Fig. 4.

In the master–slave architecture, the master node 
contains the directory and structure information of the whole 
file system, as thus, it is very important to the distributed 
storage system. In addition, since the master node operates 
the namespace information in the RAM memory, therefore, 
the larger size of RAM memory is required when the file size 
is huge.

3.3. Distributed computing

After storing the water resources data properly, a 
reasonable data analysis and processing method should also 
be designed. For example, an efficient computing system to 
query and predict rainfall, total water usage, water supply fee 
and so on in real-time. Also, data virtualization, preparation, 
stream analytics, extracting, cleansing and loading the messy 
data need powerful computing. The distributed computing 
technology, therefore, is used to do computing for the water 
resources data.

The computer code is distributed at slave nodes and 
executed concurrently in parallel. This greatly shortens 
the execution time of the program. The computer code 
is moved to slave nodes to do computing. This method of 
moving computer code to the slave nodes is known as mobile 
computing [14].

Since computing is distributed at different water 
resources sectors, which located at different locations, a 
piece of code is required to summarize the intermediate 
computing results. Distributed computing completes this 
in two stages. The first stage reads and processes the raw 
data in each slave node. And then the processing results 
are aggregated to generate the final results, as shown in 
Fig. 5.

The computer code is handled by the master node, and 
the master nodes assign the computer code to different slave 
nodes to do efficient computing.
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4. Design and implementation of water resources 
big data system

4.1. Physical structure of the water resources big data system

The physical structure, as shown in Fig. 6, includes the 
following: separation of storage network and computing 
network; storage devices and storage servers are distributed 
over the network; hierarchical storage based on disk tape; 
using distributed storage management software to manage 
storage space.

4.2. Logical structure

Logically, the water resources big data system is designed 
in terms of users’ requirements flow: the water resources sur-
vey, development, demand analysis, utilization, conserva-
tion, supply and protections. The users’ requirements flow, 
as mentioned, has several sections, and each section has a 
number of applications. The water resources big data system 
prepares the spatial and associate data for each section in 
the users’ requirements flow gradually. The “top-down” 
structure analysis method is used here aiming to provide 
necessary and sufficient data for each section and application 
[15]. The logical structure is shown in Fig. 7.

4.3. Performance and advantages

(1) After building the water resources big data system, the 
high-speed tool such as Hadoop can be used to identify 
easily new sources of water resources basic data and 
analyse the data in real-time and further help us make 
decisions quickly. Distributed spatial analysis service uses 
distributed computing method to decompose an analysis 
task into multiple subtasks, and finally obtains the results 
quickly through distributed computing. This big data 
system can access to various data sources and formats, 
and perform data analysis, support HDFS directory and 
enterprise spatial database. Multiple terminals in big data 
system can be quickly invoked and visually demonstrate 
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Fig. 7. Logical structure of the system.
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the execution process and show results of the big data 
analytics task. The scalability of the water resources 
water big data system is very high, and analysis of the 
horizontal expansion of the node is also very convenient. 
In order to increase the efficiency, we can simply do this 
by adding processing nodes and registering the data.

(2) Data analysis: Water resources big data analysis is based on 
the application subjects. Big data analysis and processing 
can be applied into data mining, machine learning and 
statistical analysis in parallel and cloud computing. This 
solves the challenging large-scale computing problem fac-
ing data preparing and analysis [16]. The advantage is evi-
dent especially in real-time stream processing, the results 
are not a balance between real-time performance and accu-
racy, but rather accurate results under big data conditions.

(3) Data applications: Like the commonly used data 
analysis tools, the big data analysis also needs a vivid 
and effective data visualization. This helps users 
understand and analyse the results more easily. Since 
the results of water resources big data analysis are often 
complicated spatial-temporal data, the application of 
multi-dimensional visualization, tag cloud, histori-
cal stream, spatial information stream, etc., based on 
GIS is required [17]. According to the characteristics of 
water resources management applications, it can allow 
users to dynamically participate in and put in some a 
priori knowledge. This would make the big data system 
more intelligent and smart to deal with water resources 
applications.

5. Conclusion

This paper presents the design of water resources big 
data system. In particular, the paper provides the details of 
data source, storage design, distributed computing, physical 
and logical structure. The water resources big data system 
is able to identify more effectively and evaluate the quality 
of water resources data, analyse and predict water resources 
data. In addition, it provides strong technical support 
for various public events monitoring, early warning, and 
decision making. It also provides a way of accessing data in 
real-time, and performs data analysis (data mining, online 
analytical processing, deep learning, etc.) more effectively. It 
is innovative over the traditional data management methods. 
It supports distributed and unstructured processing. The 
main difference from the traditional water resources data 
centre lies in the ability to store data and process data.
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