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a b s t r a c t

In this work, we propose a novel approach to predict adsorption equilibrium using artificial neural 
networks. The equilibrium model (particularly the derivative of such approach) is employed into a 
surface diffusion model to interpret the concentration decay curves during the adsorption of pyri-
dine onto activated carbon in aqueous solution. Moreover, we estimated the external mass transfer 
and surface diffusion coefficients through an experimental-based inverse problem formulation. Also, 
we predict and compare with lab measurements the adsorption equilibrium curve and concentration 
decay dynamics. We found that results obtained by an artificial neural networks-based equilibrium 
model coupled with diffusional model agree well with experimental data. Thus, the artificial neural 
networks capabilities suggest that using a subrogate approach to predict the equilibrium relation-
ship is an appropriate alternative when standard isotherm models fail.
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1. Introduction

Adsorption-diffusion phenomenon plays a crucial role in 
many natural or artificial processes. It has been studied from 
different point of views; experimentally and/or theoretically. 
Such phenomenon is complex since it can be governed by 
different physical or chemical stages like mass transport in 
the aqueous phase, intra-particle-diffusion, surface diffusion 
and adsorption/desorption on/from an active site. Due to the 
uncertainty related to governing mechanisms in experimental 
adsorption-diffusion systems, care must be taken to select the 
adequate model. In addition to the mass balances which need 
to be stated and solved, an equilibrium relationship is required 
to describe the functionality of the mass adsorbed at equilib-
rium with respect to the concentration of the solute in the fluid 
within the pores. Classical non-linear and multi-parametric 
models (Langmuir, Freundlich and Prausnitz-Radke iso-
therms) seem to work well for prediction of adsorption equi-

librium. These models are useful when only final states need 
to be modeled, but when dynamical features are desired then 
other mathematical models need to be considered. Among 
dynamic models the adsorption-diffusional models offer some 
advantages as the computation of i) intra-particle mass flux, ii) 
porous-solution mass flux, and iii) the possibility of using more 
sophisticated models accounting for the complex microstruc-
ture of adsorbent particles. However, adsorption-diffusional 
models require the evaluation of the derivative of adsorbed 
mass with respect to the concentration, and this calculation is 
highly sensitive to small concentration changes. In this context, 
models based on artificial neural networks (ANN) [1] repre-
sent a reliable alternative if enough experimental information 
is available. ANN-based models have been applied to model 
adsorption equilibrium since several decades ago, and in this 
context, Ghaedi and Vafaei [1] have conducted a comprehen-
sive review for adsorption of dyes. Such review includes feed 
forward neural networks, support vector machine, adaptive 
neuro-fuzzy inference system and hybrid with genetic algo-
rithm and particle swarm optimization. They found that ANN 
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models can be used to predict the equilibrium of adsorption 
of colorants with acceptable precision. ANN has been used 
by some authors to predict the adsorption of organic and 
inorganic compounds satisfactorily onto different adsorbent 
materials such as zeolites, agricultural waste, composites 
and nanomaterials [2–10]. On the other hand, the adsorption 
kinetics of organic contaminants on different adsorbent nano-
materials has been studied by some authors by using ANN 
to model the adsorption phenomenon [10,11]. Alharbi [10] 
and Agarwal et al. [11] used pseudo-first-order, pseudo-sec-
ond-order, and Elovich models to analyze the adsorption 
kinetic of contaminants. However, they do not use diffusional 
models which consider solute mass transport in the aque-
ous solution, pore volume diffusion, surface diffusion, or 
some combination of them [12]. In this sense, it is important 
to highlight that to use the diffusional model it is necessary 
to calculate the derivative (∂q/∂CAP) from a model of two or 
three parameters that adequately fit the adsorption equilib-
rium such as the Langmuir, Freundlich or Redlich-Peterson 
model. Nevertheless, due to the experimental error in the lab 
measures the estimation of the derivative from these non-lin-
ear models may be not accurate, and sometimes they pres-
ent some drawbacks at low concentrations. Therefore, it is 
important to mention that ANN capabilities allow capturing 
non-linear behavior, predicting information outside the mea-
sured range, filtering noisy information [13], and the essential 
quality is the ability to estimate derivative regarding input 
information [14–18]. Such properties have been exploited 
to construct models from experimental information in both 
static and dynamic processes. 

With this background, the objective of this study is to use 
an ANN-based relationship to describe the equilibrium pro-
cess into a diffusional model. To the best of our knowledge, 
the coupling of the equilibrium isotherm and its derivative 
obtained from ANN with an adsorption-diffusion model 
has not been yet reported. Such a coupling yields a much 
more complex non-linear problem that needs to be solved 
to get predictions of concentration decay curves. The usage 
of ANN to replace the equilibrium model yields smooth 
predictions of derivative, which is required in the intra-par-
ticle mass balance, and thereby problems related to its esti-
mation are avoided since it is well-known its sensitivity to 
small changes in concentration. To this end, it is necessary 
that ANN being trained and tested with adsorption equilib-
rium data. Thus, the non-uniqueness problem is not related 
to model parameters with physical meaning, but it is related 
to weights and bias involved in the formulation of the ANN.

2. Materials and methods

2.1. Surface diffusion model (SDM)

The design of an adsorption system requires data about 
the adsorbate concentration decay curves and the adsorp-
tion capacity of the adsorbent. Additionally, the estima-
tion of mass transport parameters involves comparison of 
experimental kinetic data with those predicted with a math-
ematical model, which can have an empirical or theoretical 
framework. Within a deterministic framework, some mod-
els can be utilized depending if the adsorption process is 
controlled by the external mass transfer, intra-particle diffu-
sion or by the surface diffusion/reaction [19–24].

One of the most used mathematical models is the sur-
face diffusion model (SDM), which can be applied when 
the adsorption capacity is high because the main driving 
force is the concentration gradient at solid phase [25]. The 
SDM model considers the following transport stages: exter-
nal mass transport, surface diffusion and adsorption on an 
active site inside the pores. The following equations state 
the initial value problem associated with the mass balances 
in the physical system [12,26] described by Fig. 1.

The solution mass balance: 

V
dC
dt

mSk C CA
L A AP Bp s

= − −( )−
 (1)

The intra-particle mass balance:
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Assuming the mass transport rate on active sites is 
instantaneous, the local equilibrium takes place between 
the solute concentration inside the pore, and the solute 
adsorbed onto the pore surface. Such adsorption equi-
librium is a mathematical relationship between q and CAP 
given by:

q f CAP= ( )  (6)

Fig. 1. Adsorption-diffusion system and the domains of 
 governing equations.
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Indeed if f (CAP) is known, the derivatives of q in (2) can 
be written according to:

∂
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=
∂
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∂
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tAP

AP  (7)
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q
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Note that the SDM only requires the derivative ∂q/∂CAP . 
However, the estimation of this derivative sensibly depends 
on the proposed model for f (CAP). Commonly, isotherm 
models are fitted with experimental data, but the derivative 
is left aside.

Eq. (6) plays a crucial role in the prediction of concen-
tration decay curves in all adsorbate-adsorbent systems. 
To illustrate this fact, Fig. 2a depicts the adsorption equi-
librium data of pyridine onto granular activated carbon 
(GAC) at pH 10 and 25°C [26], whereas Fig. 2b shows the 
concentration decay curve at an initial concentration of 1011 
mg/L. Additionally, in Fig. 2a the black filled squares pres-
ents the operation line or mass balance at different times. 
The operation line matches with the equilibrium data at 
point B indicating that equilibrium in both experimental 
conditions is equal. 

Fig. 2b deploys predictions of concentration decay curve 
obtained with the SDM model employing the Langmuir iso-
therm to calculate ∂q/∂CAP . The mass transport parameters 
and the physical properties of GAC come from published 
work [26]. It is evident that the SDM only predicts the exper-
imental data accurately at short times and fails to obtain the 
equilibrium because theoretically this condition is reached at 
point A in Fig. 2(a). Thus, the use of Langmuir model to cal-
culate ∂q/∂CAP results inadequate for application of SDM. On 
the other hand, the application of Freundlich model, which 
has a good fit of equilibrium data, results in numerical diver-
gence for low concentrations because its derivative becomes 
undetermined. These facts illustrate that isotherm models 
must fulfill not only the prediction of equilibrium but also 
the prediction of the change of solute adsorbed when the 
intra-particle concentration changes. 

2.2. The artificial neural networks formulation

We propose a surrogate model to represent the equilib-
rium inside porous medium through ANN, i.e.

q C f CAP ANN AP( ) ( )=  (9)

where fANN(CA) is the ANN output after training. The idea is 
to replace the mathematical model of isotherm, Eq. (6), by 
a simple static ANN which requires experimental equilib-
rium data. As a result, it is not required an explicit model 
to evaluate the amount of solute adsorbed within pores as 
a function of the pore concentration, since the ANN is the 
model itself. The ANN topology we used to train the equi-
librium data is a multi-layer feed forward neural network 
composed by three layers; one neuron in the first layer, five 
neurons in the hidden layer and one neuron in the output 
layer (see Fig. 3). Hidden layer makes nonlinear processing 
of information, whereas at the output layer such process-
ing is linear. The configuration of the hidden layer was the 

result of evaluations and analysis not only of the equilib-
rium data prediction but also on the derivative behaviors.

As learning rule to adjust the ANN parameters, we 
employed the simulated annealing method which is a sto-
chastic global search method. The ANN parameters were 
initialized randomly following a uniform distribution in the 
interval (–0.25, 0.25), and they were allowed to vary freely. 

Prediction after training process can be explicitly 
derived by evaluating the ANN forwardly according to:

f C w g w C b bANN AP j
j

M

j AP j( ) = +( )



 +

=
∑ 3

1
2 2 31  (10)

where bj2 are the bias of the second layer, b31 is the bias of 
output layer, wj2 and wj3 are the weights of second and third 
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Fig. 2. (Color online) a) Comparison between experimental equi-
librium data of pyridine on GAC at 298.15 K and pH 10 (bullet), 
and predictions with Langmuir (black line) and Freundlich 
(dashed-red line) isotherm models. b) Concentration decay curve 
obtained with the SDM using Langmuir equilibrium model.
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layers, respectively, and M is the number of neurons in the 
hidden layer.

Finally, the derivative is predicted by evaluating the 
ANN backwardly as follows:

∂ ( )
∂

= +( )





=
∑f C

C
w w g w C bANN AP

AP
j

j

M

j j AP j3
1

2 2 2’  (11)

In the hidden layer we used the following sigmoidal 
activation function:

g x
e x( ) =

+
−−

2
1

12
 (12)

whose derivative is given by

g x x’ sech( ) = ( )2  (13)

To train the ANN, we define an error function which 
measures the difference between experimental data and 
ANN predictions

E
q C f C

q C f CANN

Ai ANN Ai
i

N

A ANN A

W b
W b

,
; ,

;

exp

exp( ) =
( ) − ( ) 
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where W and b are the ANN parameters and N is the 
number of experimental data. qexp(CAi) is the experimental 
equilibrium adsorption value associated to the equilibrium 
concentration CAi, while q CA

exp ( )  and f CANN A ; ,W b( ) are 
their respective mean values. The training begins with 
random values of ANN parameters, and it stops when Eq. 
(14) satisfies some convergence criterion. This implies find-
ing, through one optimization technique, the optimal set 
of parameters that minimizes the error function. As men-
tioned previously, we use the simulated annealing optimi-
zation technique for this purpose. This is a stochastic global 
search method that does not use gradients so that the best 

solution may be close to the global minimum. The discus-
sion about the non-unicity problem is left aside since it is 
out of the scope of this work, but we recognize that the set 
of parameters may be not unique. Once the training proce-
dure finishes, the optimal parameters can be used either in 
Eq. (10) or in (11) to predict the equilibrium or its derivative, 
respectively.

2.3. Method of lines to solve the SDM model

Following the assumption of spherical particles and the 
fact that the adsorption-diffusion phenomenon takes place 
only in the radial direction, the intra-particle mass balance 
can be rewritten as follows:
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Furthermore, if we consider a neural network-based 
equilibrium model given by Eq. (9) to describe the rela-
tionship between the intra-particle concentration and the 
amount of solute adsorbed, then we evaluate the derivative 
of q(CAP) respect to time according to
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and for a spherical particle, where relevant changes take 
place symmetrically in the radial direction, we only require 
the radial component of the spatial derivative, i.e.
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After substituting the last expressions into the mass bal-
ance, we get 
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If we define the following coefficients:
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the compact form of the mass balance is

Φ r t
C

t r r
D r t

C
r

AP
T

AP, ,( ) ∂
∂

=
∂
∂

( ) ∂
∂







1
2

 (21)

By developing the right-hand side we get
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where derivative of DT(r,t) is given by
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From now on, we eliminate the subscript in the 
intra-particle concentration, thus C = CAP.

Fig. 3. Artificial neural network components (top) and local pro-
cessing in a neuron of the hidden layer (bottom).
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To apply the method of lines, we discretize the spatial 
domain by using uniform finite differences and leave the 
time dependence as continuous. For doing so, firstly we 
divide the radial domain into M elements of size ri = r0 + 
(i−1)∆r for i = 1, 2, …, M, where r0 = 0, rM = Rp and ∆r = (rM 
− r0)/M. Using symmetric finite differences, we discretize 
the space derivatives of first and second order and get the 
following expressions
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∂
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( ) − ( )+ −C
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C t C t
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2∆
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Space derivative of DT(r,t) is numerically approximated 
according to
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where as Φ(r,t) as follows
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Substituting the last discretized equations into the mass 
balance and grouping some terms we obtain an equation 
for space nodes, i.e.
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space-time dependent coefficients.
This equation is used to generate the corresponding 

expressions for nodes 2 ≤ I ≤ M−1. For nodes i = 1 and i 
= M a special treatment is necessary as they correspond to 
the system boundaries. Due to the divergence at the origin 
in radial coordinates, we used r0 = 1.0 × 10–9 instead of r0 
= 0, and defined that at this point ∂C1/∂r = 0 according to 
Eq. (5). In this way, the solute dynamic close to the origin is 
given by

dC t

dt
C t C t1

1 1 1 2

( )
= +( ) ( ) − ( )( )α β  (30)

At the interphase solution-particle, we used the equa-
tion of continuity of fluxes, Eq. (4), and the dynamic of this 
point is described by 

dC t

dt
t t C t t C t

t t

M
M M M M M

M M

( )
= ( ) − ( )  ( ) − ( ) ( )

+ ( ) + ( ) 

−β α β

β α

1 2

 ( ) + ( ) − ( )( )










−C t

k r
D

C t C tM
L

T M
A M1

2 ∆  (31)

The solute mass balance in the solution is given by

dC t

dt
mSk

V
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= − ( ) − ( )( )  (32)

As can be seen, we have a system of M + 1 ordinary 
differential equations and the same number of variables, 
so that to solve this initial value problem we only need the 
initial condition, which is given in Eq. (3), and a time inte-
grator like those of Runge-Kutta family. 

2.4. Scaling parameters

We analyze the adsorption equilibrium data and select 
a normalization rule to avoid saturating the hidden units of 
the ANN and trivial solutions in the ANN parameters. In 
this way, before training the input (equilibrium concentra-
tion) and output information (amount of solute adsorbed) 
were normalized according to

C
C

Ai
Ai input

input

=
− µ

σ
 (33)

where µinput is the average equilibrium concentration evalu-
ated as follows:
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In the same way, we normalized qe, it is
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whose average values and standard deviation are given by 
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Once the training stage finishes, we rescale variables 
as C CAi input Ai input= +σ µ  and q qe output e output= +σ µ . When we 
evaluate the derivative of the output regarding the input, 
i.e. ∂fANNi/∂CAi, regarding scaled variables, we have

∂
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=
∂

∂
f
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q
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input

e
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σ
σ

 (39)

2.5. Inverse problem to estimate the mass transport parameters

The mass transport parameters (kL and Ds) reported in 
Table 2, were estimated by solving the inverse problem 
related to each concentration decay curve. To formulate the 
inverse problem,we define the direct problem as an initial 
value problem with experimental or guess model parame-
ters besides the initial and boundary conditions, Eqs. (1)–
(5). By using the method of lines as described in Sec. 2.3 and 
a fourth-order Runge-Kutta time integrator, we solved the 
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direct problem which allows us to obtain the model pre-
dictions. Thus, we defined a dimensionless error function 
based on the difference between the concentration decay 
from experimental and model prediction data, i.e.

E k D
C t C t

C t CIP L s

A
Exp

i A
Model

i
i

N

A
Exp

A
Model

( , )
*

=
( ) − ( ) 

( )
=
∑

2

1

tt( )  (40)

where C tA
Exp

i( ) is the experimental datum and C tA
Model

i( ) is 
the numerical solution to the SDM model for some guessed 
values of the mass transport parameters, both at a time ti 
C tA

Exp ( ) and C tA
Model ( ) are the corresponding mean values. 

The resulting non-linear inverse problem is

min
k D IP L s

L s

E subjet to k and D
,

: > >0 0  (41)

Note that each value of the error function implies a 
solution to the direct problem. The error function was sys-
tematically minimized through the genetic algorithms opti-
mization method. We used reported values and random 
values as the starting point in the optimization process, and 
the result did not change. This fact is a signal that such mass 
transport values are optimal.

2.6. Adsorption equilibrium and rate adsorption data of  
pyridine onto granular activated carbon

Adsorption equilibrium and rate adsorption data of 
pyridine on GAC used in this work were obtained from 
Ocampo-Perez et al. [26]. The adsorption equilibrium was 
obtaining by contacting 1 g of GAC and 480 mL of a solu-
tion with a known initial concentration of pyridine at pH 
= 10 in a batch adsorber. The initial pyridine concentration 
was varied from 20 to 800 mg/L. The pyridine solution 
remained in contact with the GAC particles until equilib-
rium was reached. On the other hand, a rotating basket 
batch adsorber was used to obtain the experimental concen-
tration decay curves for the pyridine adsorption on GAC. 
This adsorber was composed of a 1 L three-neck reaction 
flask and an impeller with its blades replaced with stainless 
steel baskets. A pyridine solution of initial concentration 
between 100 to 1000 mg/L was poured in to the adsorber 
and a mass of 2 g of GAC particles were placed in the stain-
less steel mesh baskets, which were attached to a shaft con-
nected to a variable speed motor (200 rpm). The adsorber 
was partially immersed in a constant temperature water 
bath controlled by a recirculator. The solution was period-
ically sampled (5 mL) and analyzed to determine the pyri-
dine concentration. Sampling times were 0, 1, 3, 5, 10, 15, 20, 
25, 30, 40, 50, 60, 90, 120, 150, and 180 min. The concentra-
tion of pyridine in solution vs. time, were plotted to obtain 
the concentration decay curve.

3. Results and discussions

Fig. 4a shows the experimental data of the pyridine 
adsorption equilibrium on activated carbon, where it is 
observed that the adsorption capacity reached was 124 
mg/g at an equilibrium concentration of 800 mg/L. Fur-

thermore, it is evident that experimental data showed the 
L type of Giles classification [27], indicating both that the 
aromatic ring of this molecule was adsorbed parallel to the 
carbon surface and there is no major competition between 
contaminant molecules and water molecules for the active 
adsorption centres on the carbon surface.

The adsorption equilibrium data were interpreted with 
the Langmuir adsorption isotherm model. This model can 
be mathematically represented by the following equation:

q
q KC

KC
m Ap

Ap

=
+1

 (42)

The adsorption constants were evaluated by using the 
Rosenbrock and quasi-Newton estimation method. The val-
ues of the isotherm constants were qm = 119.76 mg/g and K 
= 0.021 L/mg.

The adsorption equilibrium experimental data were 
employed to train ANN. Prior to this, we normalize the 
experimental data (inputs and outputs) with average val-

(a)

(b)

Fig. 4. (Color online) (a) Comparison between experimental 
data (black filled circles), predictions with Langmuir isotherm 
(continuous black line) and the ANN-Surface Diffusional Mod-
el (continuous blue line) for (a) equilibrium isotherm, and (b) 
derivative of the equilibrium isotherm.
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ues, µ, and their standard deviations, σ, as presented in 
Table 1. We used a three-layered feed forward ANN to learn 
the equilibrium behavior, and for doing so, we minimize 
the error function, Eq. (16), by fitting the ANN parameters. 
Since the available experimental equilibrium data are few, 
we generate the final training set by interpolating the avail-
able information. Once we get the optimal ANN parame-
ters, we used them to predict equilibrium and its derivative. 

Fig. 4a ilustrates the prediction of experimental data with 
Langmuir isotherm model highlighting a good approach 
for low equilibrium concentration values (CAe<100 mg/L) 
whereas for higher values the prediction worsen; between 
100<CAe<400 mg/L an overestimation of qAe is observed, 
whereas for CAe<400 mg/L underestimation is predicted. 
Note that Langmuir’s estimation of asymptotic behav-
ior does not conform to experimental data. This behavior 
remains for prediction of derivative of solute adsorbed.
Fig. 4b also shows that derivative decreases sharply for low 
concentrations and then it monotonically decreases until it 
gets a constant value. Even though equilibrium is not well 
predicted by Langmuir isotherm, its derivative present rea-
sonable estimations for CAe<150 mg/L. For larger values, 
predictions differ from the main trend as almost no changes 
in the derivative are observed. As a consequence, predic-
tions at low concentrations will be better than at higher val-
ues of CA0.

On the other hand, the ANN prediction agrees well 
with experimental data for all values of equilibrium con-
centrations; however, when predicting derivatives, some 
discrepancies emerge mainly at low equilibrium concentra-
tions (CAe<140 mg/L) where underestimations are observed. 
This fact results in differences in the dynamic of concentra-
tion decay curves, but not in the equilibrium as can be seen 
in Fig. 4(b) for CAe<100 mg/L. We stress that a reasonable 
prediction of equilibrium does not necessarily guarantee 
accuracy in the prediction in its derivative. Nevertheless, 
prediction of concentration decay strongly depends on the 
combination of both quantities. 

Once we get the optimal ANN parameters, we used 
them to predict equilibrium and its derivative. In this way, 
the equilibrium relationship derivative given by the ANN, 
Eq. (11), was substituted into Eqs. (16) and (17) to proceed 
with the numerical solution of the SDM. The ANN-based 
SDM, Eqs. (1)–(5), was solved numerically, and this permit-
ted us to obtain the concentration decay dynamic curves. 
We used the method of lines, Eqs. (29)–(32), to get the time 
evolution of solute concentration not only at the solution 
but also inside adsorbent particles. 

Turning our attention to the mass transport parameters 
reported in Table 2, we remark that their estimations depend 

on the solution to the appropriated inverse problem for-
mulated for each concentration decay curve. In this sense, 
firstly we solved the direct problem as an initial-value prob-
lem given all model parameters. Thus, the inverse problem 
consists in constructing an error function based on the dif-
ference between the concentration decay from experimental 
data and model prediction. In this case, we used the genetic 
algorithms optimization method to minimize such error 
function systematically.

Figs. 5a–d show the concentration decay curves for 
experiments showed in Table 2 and the prediction of SDM 
coupled with the ANN. If we define three regimes in the 
decay curves; short- middle- and long-term, we can ana-
lyze results in term of them. Such regimes correspond to 
the dynamic behavior of the solute concentration in solu-
tion; short-term can be related to the concentration dynamic 
where a constant slope is observed and the mass transfer 
in the solution is dominant. Middle-term can be associated 
to the concentration dynamic where the slope changes con-
tinuously what means that both solution mass transfer and 
surface diffusion compete and it is not clear which of them 
is dominant. Finally, long-term correspond to a condition 
where zero-slope is observed, and the whole process is 
dominated by the equilibrium taking place at the porous 
surface. It is interesting to observe an increment in the slope 
when the initial concentration increases as well. This short-
term behavior is inversely associated with the mass transfer 
coefficient, just as shown in Table 2, which decreases accord-
ingly. The middle-term behavior is difficult to predict even 
with an ANN-based isotherm model, see Figs. 5a and 5d, 
since this regime demands to know with high precision the 
contribution of the neglected stages in the adsorption-diffu-
sion process. As can be remembered, in our formulation we 
do not consider thin-film diffusion either the intra-particle 
diffusion, and it is possible that in some cases their contri-
butions may be relevant in the transitory regime. The long-
term behavior is well-captured in all cases what means that 
prediction of the isotherm derivative through an ANN is 
a trustable option when classical adsorption equilibrium 
models do not interpret lab data accurately. In general, it 
is appreciated a good agreement between the prediction of 
model and lab data at both short and long times. 

Complementary, values of mass transport param-
eters estimated with the SDM model are summarized 
in Table 2, where it can be noted that the mass transfer 
coefficient kL remained constant regardless the operating 

Table 1
Scaling parameters derived from the lab adsorption equilibrium 
data

Parameter Value

σoutput 42.001
µoutput 78.289
σinput 271.369
µinput 261.328

Table 2
Mass transport parameters and initial and equilibrium 
concentrations for pyridine adsorption onto GAC at pH = 10, 
particle radius = 0.51 mm, RPM = 200 and T = 25°C

CA0 

(mg/L)
qe 

(mg/g)
Ocampo-Perez et al. [26] This Work

kL×103 

(cm/s)
Ds×107 

(cm2/s)
kL×103 

(cm/s)
Ds×107 

(cm2/s)

102.0 41.5 20.4 0.55 6.08 1.36
201.0 66.3 8.7 1.54 6.50 1.47
300.0 80.8 8.4 1.85 5.77 2.02
500.0 99.9 14.7 2.00 5.23 2.89
1011.0 129.4 10.4 3.77 5.25 6.03
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conditions. On the other hand, the surface effective dif-
fusion coefficient Ds increases as the adsorbed pyridine 
does it. This phenomenon has already been reported in 
the literature and it indicates that larger adsorbed mass 
promotes the mobility of adsorbed molecules toward 
energetically less favorable sites [26]. Finally, coefficients 
kL and Ds were compared with those reported in the litera-
ture for the pyridine-GAC system. The values reported in 
Table 1 have the same order of magnitude indicating that 
our approach represents an accurate option to surrogate 
classical models when available experimental data are 
scarce. Another interesting and valuable resulting fact 
is that with the ANN-based equilibrium relationship the 
equilibrium values for all presented cases were well-pre-
dicted, the observed regularity in the mass transfer coef-
ficient kL and the clearly trend for Ds.

4. Conclusions

In this work, a novel approach to predict the equilibrium 
relationship with an artificial neural network is proposed. 

We take advantage of the capabilities of the artificial neural 
networks to construct a function from a reduced set of equi-
librium adsorption data. With the ANN, we found that both 
equilibrium and its derivative can be well-predicted with 
a precision depending on the amount of available experi-
mental data. The derivative of equilibrium relationship was 
employed in a surface diffusion model to determine concen-
tration decay curves in the liquid solution. Good agreement 
of model predictions with experimental data was found for 
short- and long-term. Some drawbacks were observed for 
the middle-term predictions, what suggest that additional 
information should be included in the surface diffusion 
model. Also, through a lab-based data inverse problem 
formulation, we determine the mass transport parameters 
for each experimental case following consistent tenden-
cies with those reported in previous work. For instance, 
the mass transfer coefficient kL almost remains constant (as 
expected) while the surface effective diffusion coefficient Ds 
follows an increasing trend with solute concentration which 
agrees with published result.

Both the equilibrium relationship and its derivative 
are relevant to predict the dynamics of solute concentra-

 

 (a) (b)

 

 (c) (d)

Fig. 5. (a) Comparison between experimental data (black filled circles) and predictions with the ANN-Surface Diffusional Model for 
concentration decay for the cases: (a) CA0 = 100, (b) CA0 = 200, (c) CA0 = 300, and (d) CA0 = 500 mg/L.
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tion decay curves in the short- and long-term. Short-term 
predictions can be associated with the performance of the 
derivative whereas the long-term behavior depends on the 
capability of equilibrium model to predict the experimental 
isotherm data. Our results suggest that ANN as a surrogate 
equilibrium model is a valuable tool which could be used 
to design equipment for industrial applications and funda-
mental research.
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Symbols

CA  — Pyridine concentration in the solution, mg L–1

CA0 —  Initial concentration of pyridine in the solution, 
mg L–1

CAP  —  Pyridine concentration within adsorbent parti-
cles, mg L–1

Cp  — Effective intra-particle diffusivity, cm2 s–1

DS  — Effective surface diffusivity, cm2 s–1

DT (r,t)  — Global coefficient defined by ()
EANN  — Error function in the artificial neural network
EIP  — Error function in the inverse problem
kL  — Solution mass transfer coefficient, cm s–1

M  — Number of experimental data
m  — Mass of GAC, g
N  — Number of neurons in the hidden layer
qe —  Mass of pyridine at equilibrium per mass of 

GAC, mg g–1

Rp — Particle radius, cm
S  —  External surface area of GAC per unit mass, cm2 g–1

V — Volume of the pyridine solution, L 
Φ(r,t)  — Global coefficient defined by ()

Greek 

εP  — Void fraction of GAC
µinput — Average equilibrium concentration, mg L–1

µoutput  —  Average mass of pyridine at equilibrium per 
mass of GAC, mg g–1 

σinput —  Standard deviation of the average equilibrium 
concentrarion, mg L–1

σoutput  —  Standard deviation of mass of pyridine at equi-
librium per mass of GAC, mg g–1

ρP —  Mass density of GAC, g cm–3
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