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a b s t r a c t
Coupled transport phenomena within a bioswale are studied using the open-source computational 
fluid dynamics (CFD) software OpenFOAM. We investigated the unsteady behavior of momentum 
and mass transfer in a double-layered bioswale. To study the diffusive transport of a model pollutant, 
we developed a new solver, that we named interPhaseDiffusionFoam (https://github.com/enphysoft/
interPhaseDiffusionFoam), which better mimics transport phenomena of non-volatile species at a 
phase boundary. We observed that heterogeneous infiltration patterns are strongly dependent upon 
stormwater runoff velocity, reverse air flow, and the presence of the drain pipe. The performance esti-
mation and optimal design of a bioswale were thoroughly examined using 2D CFD simulations for a 
holistic understanding of coupled mass and momentum transport phenomena.
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1. Introduction

Modern urban development has resulted in noticeable 
hydrological alterations, especially near the boundaries 
between urban surfaces and natural ground [1]. Impervious 
surfaces consisting of stone, pavement, and roofing struc-
tures change hydrological and hydraulic flow patterns at 
a macroscopic scale. Stormwater runoff on impervious 
areas often causes urban flooding and, hence, leads to a 
deterioration in the respective ecosystem’s functions [2,3]. 
Conventional structures for runoff management include roof 
gutters, storm sewers, and detention basins that are aimed 
to convey promptly stormwater runoff to off-site drain dis-
charge locations. The continued increase in impervious areas 
will reduce natural porous surfaces to infiltrate rainfall and 
enhance the frequency and intensity of urban flooding [4–7]. 

Since the 1970s, onsite stormwater management 
approaches have been described by various technological 
terms, which include best management practices (BMPs) [8], 

green infrastructure [9], integrated urban water management 
(IUWM) [10,11], low-impact development (LID) [12–15], 
low-impact urban design and development [16], source 
control (SC) [17,18], stormwater control measures (SCMs) 
[19,20], sustainable urban drainage systems (SUDS) [21,22], 
sustainable drainage systems (SuDS) [23,24], and water 
sensitive urban design [25–28]. Thorough reviews of these 
terms can be found in work by Fletcher et al. [29] and Eckart 
et al. [30]. These management methods aim to retain the 
stormwater runoff with devices that emulate the natural 
hydrology before urbanization. One significant task when 
researching urban flooding mitigation is, per our investi-
gation, the enhancement of onsite infiltration capability by 
increasing permeable catchment areas. Thereby, this par-
adigm shift from impervious to hybrid permeable surfaces 
has the potential to increase the threshold precipitation rate 
under which urban flooding begins within a certain lag time 
after a precipitation event starts. The hydraulic benefits of 
LID/BMP devices, however, cannot be fully attained without 
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detailed analysis of the individual transport components at 
various scales.

Computational fluid dynamics (CFD) receives growing 
attention in the civil and environmental engineering field. 
This method can be used to enhance stormwater manage-
ment design and optimize LID/BMP devices, especially 
at the conceptual stage of design development. CFD for 
LID/BMP applications possesses the following advantages. 
First, CFD provides an alternative cost-effective means to 
predict the complex transport phenomena of mass, momen-
tum, energy, and especially chemical species in multi-phase 
LID/BMP devices. Second, CFD can model flow conditions 
when experimental tests are not easily reproducible because 
of limited environmental conditions for physical observa-
tions. In the case of LID/BMP, the various scenarios regarding 
stormwater runoff and pollutant transports are too immense 
and arduous to study experimentally. Finally, CFD provides 
much more detailed visualization as compared with analyt-
ical and experimental approaches. In analytical approaches, 
it is difficult to solve flow profiles in complex geometrical 
domains. Physical experimentation requires substantial 
resources, as well as cost and time to observe fluid flows and 
pollutant transport. In addition the quantitative description 
of fluid dynamic experiments does not provide complete 
data sets within available operating conditions. Using CFD, 
however, can evaluate and visualize the flow behavior over a 
range of parameters such as the flow speed and the hydraulic 
pressure. If CFD is well conducted within the design process, 
then LID/BMP systems can be optimized in terms of dimen-
sions and cost. As a result, the unexpected effects of struc-
tural change could be identified and removed in early stages.

Limitations of CFD include inaccuracy of physi-
cal models, selection of appropriate boundary condi-
tions, and unstable algorithms due to numerical errors. 
In the LID/BMP literature, software programs that 
model site-specific, sub-catchment scale systems are not 
CFD-based, which include Guelph All Weather Sequential 
Events Runoff (GAWSER) [31], Model for Urban Stormwater 
Improvement Conceptualization (MUSIC) [32–34], Soil 
Conservation Services (SCS) model using the curve number 
[35], Smart Growth Water Assessment Tool for Estimating 
Runoff (SG WATER) [36], Storm Water Management Model 
(SWMM) [6,37], Storm Water Management Model and Best 
Management Practice Decision Support System (SWMM-
BMPDSS) [38,39], System for Urban Stormwater Treatment 
and Analysis Integration (SUSTAIN) [40], and MIKE SHE 
[41]. These macroscale fluid dynamics approaches do not 
originate from fundamental, microscopic transport mech-
anisms but employ approximate mass balances that often 
rely on experimental data. Thus, these approaches cannot 
identify local areas where ineffective operations of LID/BMP 
devices may occur. 

In the practice of bioswale designs, guidelines and stan-
dards do not exist so as to provide optimal performance 
calculations during storm events. These design guides are 
not necessarily clear regarding proper specifications and 
bioswale hydraulic performance. For example, the Low 
Impact Development: A Practitioner’s Guide for Hawaii [42] 
specifies the minimum requirements to design swales for 
various annual rainfall ranges. However, no detailed specifi-
cations exist regarding the proper sizing of underdrain pipes 

for swales. Similarly, guidelines for the states of Alaska [43] 
and Arizona [44] and the city of Las Vegas Valley, Nevada 
[45] offer qualitative descriptions for swale and bioreten-
tion systems, but these guidelines do not include methods 
to analyze pre-built LID/BMP structures. The BMP manual 
of Hawaii [46], as well as the technical guides from New 
Mexico [47], and Utah [48] adopted the rational method 
for peak runoff to design swale and bioretention systems, 
which was initially proposed by Prince George’s County in 
1993 [49]. Furthermore, the state of Washington requires the 
use of Manning’s equation as a first approximation to obtain 
swale geometry [50]. The State of Oregon Manual [51], how-
ever, prescribes the bioswale sizing method based on the SCS 
quantification approach to treat a 24-hour storm event. In 
contrast, the state of California determines filter bed sizing 
using Darcy’s Law [52], which was first developed by the city 
of Austin, Texas, in 1996 [53]. Finally, the Idaho Department 
of Environmental Quality recommends swale geometry to 
cover a percentage of the total impervious drainage area [54]. 
In summary, our review of stormwater guidelines from the 
Western United States reveals that there are five approaches 
for the sizing of bioswales [42–54]. In engineering praxis, 
these guidelines provide no rigorous quantitative guidance 
or sizing formula to address site-specific applications for 
bioswale designs. Thus, the design approaches based on gen-
eral specifications may not meet regulatory goals for storm-
water quality and quantity. Therefore, universal and reliable 
computational methods are of great necessity to ensure opti-
mal and sustainable LID/BMP designs. 

In theories regarding porous media flow, Darcy’s law is 
limited to the saturated flow. Richards equation is a nonlin-
ear partial differential equation without a general closure, 
which extends the Darcy’s law to represent the water flow 
within unsaturated soils. The Richards equation includes the 
capillary force, converted to a form of the hydraulic head as a 
function of locations in a porous media. The capillary forces 
are usually over-emphasized, and solution methods for the 
Richards equation often do not converge. The CFD algo-
rithm employed in our study is the volume of fluid (VOF) 
approximation, which considers averaged phase variables 
within a computational cell. To the best of our knowledge, 
the approximation level of phase separation in the Richards 
equation and CFD are similar regarding the functional vari-
ation for the spatial locations. Richards equation is limited to 
the soil domain and cannot be generally used for interfacial 
transport at the microscopic soil–water and soil–air bound-
aries unless certain mathematically particular approxima-
tions are employed. The accuracy of the CFD analysis pri-
marily depends on the computational grid structures of VOF 
methods.

In academic and industrial CFD applications, OpenFOAM 
has been widely employed for a variety of flow modeling 
projects [55–57] since its initial release in 2004 [58]. We use 
OpenFOAM to model transport phenomena of momentum 
and mass within a bioswale. This paper also discusses the 
physical domain of the bioswale structure and how to set up 
an OpenFOAM case: setting up a model bioswale structure, 
generating bioswale meshes, specifying initial and bound-
ary conditions, and selecting CFD solvers. We also included 
a brief review of modeling methods because CFD has not 
been extensively used for LID/BMP designs. In addition, 
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we developed a new algorithm to more accurately investi-
gate the two-phase transport of volatile species. Our focus is 
to fundamentally investigate the fast discharge of stormwater 
runoff with a certain pollutant concentration throughout the 
bioswale system.

2. Physical model and numerical solvers

2.1. Bioswale structure 

Fig. 1 depicts a bioswale structure that is practiced by the 
Hawaii Department of Transportation (HDOT). The bioswale 
system is 1.8 miles (3.0 km) long and lies along Kualakai 
Parkway (2.7 miles [4.35 km] long) comprising of a six-lane 
two-way urban arterial roadway in Kapolei, Oahu, near the 
University of Hawaiʻi–West Oʻahu campus. The primary 
purpose of bioswale systems is to initially reduce stormwater 
runoff and partially remove non-point source pollutants, 
which flow from impervious urban systems such as road-
ways, highways, and parking lots [59]. Vegetation layers 
on the bioswale surface, in general, can decelerate incom-
ing runoff flows and enhance sedimentation of suspended 
solids. Monitoring infiltration rates and pollutant concen-
tration play a crucial role in the optimization of bioswale 
performance and also for the prolongation of the soil-matrix 
replacement period. Bioswales have various geometries, 
which include trapezoidal, rectangular, squared, and para-
bolic shapes. During a storm event, stormwater runoff enters 
the bioswale from one side of the road. Then, the stormwater 
runoff either infiltrates the bioswale soil zone or overflows to 
the overland surface. After a long duration, infiltrated water 
reaches the drain pipe and is discharged with pollutants of 
typically lower concentration than that of the runoff. 

The interior soil region often consists of two layers—
that is the topsoil matrix and the bottom layer. The top layer 

indicates the soil zone from the ground surface level to the 
vicinity of the embedded drain pipe. This layer should be 
more porous than nearby natural ground surface but suffi-
ciently dense to maintain moderate infiltration rate through 
the porous media for the sake of pollutant removal. The 
bottom layer consists of gravel and small stones, which has 
higher permeability than that of the soil matrix. It mechani-
cally supports the drain pipe and accelerates the drawdown 
of the infiltrated stormwater so as to allow it to discharge into 
the drain pipe. The drain pipe has perforations at regularly 
occurring intervals along the pipe length. The interstitial 
spaces between adjacent gravels should be large enough to 
allow immediate discharge to the pipe yet small enough to 
prevent pipe clogging due to downward migration of smaller 
grains. 

2.2. Theoretical background 

2.2.1. Fundamentals

In this section, we briefly introduce the fundamentals 
regarding the VOF method to perform CFD simulations for 
bioswale transport phenomena and explain our new solver 
with a modified algorithm for the transport of non-volatile 
solutes. The conventional VOF method deals with the two-
phase flow by tracing the interfaces where physical quan-
tities are averaged. The mass transport simulation coupled 
with the VOF method provides noticeable numerical diffu-
sion at the phase-interface, especially for non-volatile solutes.

2.2.1.1. Phase averaging A two-phase flow of incom-
pressible and immiscible fluids of air and water with spe-
cific surface tension is examined in an open atmosphere and 
a porous bioswale. Under the influence of gravity, the VOF 

Fig. 1. Section view of a bioswale in practice along Kualakai Parkway road in Kapolei, Oahu, Hawaii.
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method is used to investigate phase-averaging transport phe-
nomena of fluids. The phase average of an arbitrary quantity, 
q, is defined as follows:

q = q1α1 + q2α2 (1)

where αi and qi are a fraction and a value of q in phase i (1 for 
water and 2 for air). Because of mass conservation, the phase 
fractions should satisfy the following sum rule: α1 + α2 = 1.

2.2.1.2. Phase-averaged governing equations Due to the 
incompressible characteristics of water and air, the fluid 
velocity u satisfies the continuity equation as follows:

∇ ⋅ =u 0  (2)

and the Navier–Stokes equation for momentum transport is 
represented using the continuum surface force model [60,61] 
as follows:

ρ
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where ρ(ρ1α1 + ρ2α2) represents the phase-averaged fluid den-
sity and p(P – ρgz) represents the net hydrostatic pressure, 
which exists as the difference between the absolute pressure 
and the liquid-phase pressure depending on depth. Fs is the 
interfacial force caused due to surface tension. In Eq. (3), the 
viscous tensor T is given as follows:

T u ut= ∇ +( )µ  (4)

where µ(µ1α1 + µ2α2) represents the phase-averaged abso-
lute viscosity, and superscript t indicates the transpose. The 
interfacial force is crucial when the boundary shape strongly 
depends on the capillary force, which is often solved using 
the standard continuum surface force model [61]:
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where σ forms the surface tension at the phase boundary, for 
example, 0.072 N/m for air and water. In Eq. (5), α indicates 
the water-phase fraction (α1), and, hereafter, the air-phase 
fraction will be denoted as 1 – α.

2.2.1.3. Porous media flow The porous soil zones of the 
bioswale are modeled using the standard Darcy flow. In this 
porous region, an additional force term is added on the right-
hand side of Eq. (3):

F g
K
u dud =

−
= −

ρ
µ  (6)

where K (m/s) represents the hydraulic conductivity, 
d (ρg/µK) is the Darcy constant, and g (9.81 m/s2) constitutes 
the gravitational acceleration. We assume that the density of 
stormwater is close enough to that of pure water. Thus, the 
density-driven flow is assumed to not be important for our 
case. The hydraulic conductivity K of a fine soil has a magni-
tude of the order of O (10–5–10–6) m/s depending on the dry-
ness of the soil zone, which yields the value of d of the order 
O (1011 –1012) m–2. If the fluid inertia is significant in a porous 
medium, one can apply the Forchheimer approach [62] as an 
extension of Darcy’s law, but it requires the estimation of the 
secondary proportionality for the extra term proportional to 
u2. To avoid the additional complexity due to several parame-
ters, we restricted ourselves to the application of Darcy’s flow 
regime, assuming that the viscous force is dominant and that 
the capillary force is not significant. 

2.2.1.4. Pollutant transport The unsteady transport equa-
tion of the pollutant with phase-averaged concentration C 
can be expressed as follows:

∂
∂

+ ∇ ⋅ ( ) = ∇ ⋅ ∇
C
t

uC D C  (7)

where D = D1α + D2(1 – α) constitutes the phase-averaged 
diffusivity; D1 and D2 represent the pollutant diffusivities 
within water and air phases, respectively. Typically, a solute 
diffusivity is considerably higher within a gas phase, when 
partitioned in both phases (i.e., D2 >> D1). In principle, the 
governing equation (Eq. (7)) includes the pollutant diffusion 
even in a single phase (i.e., either α = 0 or 1). If the volatility 
of the pollutant is negligible, then Eq. (7) may provide erro-
neous results at the phase boundaries, where α value will 
be of the order of O (0.1). In such a case, the phase-averaged 
diffusivity D can be considerably higher than D1, and 
the diffusive flux from water to air phases is erroneously 
enhanced. This transport phenomenon is apparent, espe-
cially when the pollutant concentration in the air phase is 
initially zero or D1 is small enough so that the convective 
pollutant transport is superior to the diffusive transport. To 
include interfacial reactive mass transfer, the VOF method 
[63] was extended as:

∂
∂

+ ∇ ⋅ ( ) = ∇ ⋅ ∇ −∇ ∇( )C
t

uC D C DΦ α  (8)
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contributes to an additional flux. Φ can be used to mimic a 
concentration jump at the phase boundary. An equilibrium 
partition of the pollutant in the two phases can be repre-
sented using Henry’s law: 

C2 = HC1 (10)
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where H is the dimensionless Henry constant, which is typ-
ically considerably lower than 1. No mechanism, however, 
is included to maintain the non-volatile pollutant within 
the water phase from the initial moment. To the best of our 
knowledge, the standard VOF method cannot describe the 
phase boundaries accurately using the extra-diffusion term 
in Eq. (8). The artificial diffusion from water to air phases 
can be minimized, however, by using specific parameter set-
tings as follows. In addition to setting C = 0 initially in the 
air phase, one can forcefully set D2 << D1, while the inverse is 
true in reality. The air-phase concentration can, in principle, 
be further minimized by setting Henry’s constant at a mini-
mal value. By using this lower limit, the governing equation 
for the pollutant transport is simplified, as to minimize fur-
ther the artificial diffusion,

∂
∂

+ ∇ ⋅ ( ) = −∇ ⋅ − ∇ + ∇( )C
t

uC D C CDα α1 1  (11)

On the right-hand side of Eq. (11), the first term, -αD1∇C, 
indicates the diffusive flux of the pollutant concentration, C, 
strictly within the water phase with an effective diffusivity 
αD1. The second term, most importantly, can be interpreted 
mathematically as a reverse diffusion of α with an apparent 
diffusivity CD1. Note that signs of D1∇C and ∇α are oppo-
site of each other. An alternative interpretation of the second 
term exists as the reverse transport of solutes of concentra-
tion C with an effective velocity of D1∇α. As such, the first 
and second terms represent solute diffusion within the water 
phase and the phase-boundary, respectively.

2.2.2. Model bioswale structure and mesh generation

OpenFOAM was originally developed to simulate only 3D 
geometries. To resolve the problem into 2D, a pseudo-3D struc-
ture needs to be generated to make pseudo front-and-back 
surfaces. We constructed the 3D bioswale structure of pseudo 
thickness of 0.4 m using an open-source mesher, Netgen 
[64] and exported the netgen mesh to a stereolithographic 
(STL) file. This STL file was employed so as to generate the 
OpenFOAM mesh, depicted in Fig. 2(a), using blockMesh 
and snappyHexMesh commands. The bioswale structure was 
originally prepared with an arbitrary thickness, but no mesh 
was generated in the direction normal to Fig. 2. The bioswale 
depicted in Fig. 2(a) is 3 m long from the left-most inlet to the 
right-most outlet and 2 m high from the bioswale bottom to 
the atmospheric top. Then, we added two dividers to generate 
refined boundaries between the atmosphere and topsoil and 
between the top and the bottom soil layers. Finally, all edge 
boundaries of the bioswale were construed as refined soil–soil 
interfaces. The number of divisions in the x- and y-directions 
was 202 and 135, respectively, which yielded equivalent grid 
sizes of 1.50 cm in each direction. The generated mesh has 
95,498 points; 182,638 faces; and 44,963 cells; and checkMesh 
command was used to test the mesh’s quality. The diameter of 
the drain pipe, presented in Fig. 2, was 30.48 cm (12 inches), 
located near the bottom of the bioswale. The left, right, and 
bottom sides of the bioswale are considered as impermeable 
walls, which prevent normal fluxes of momentum and mass to 
the wall surfaces. This assumption is considered reasonable if 

the soil media has higher permeability than that of the ambient 
soil, especially for a short-term investigation. The drain pipe 
contains two small holes located at 4 o’clock and 8 o’clock direc-
tions for the discharge of infiltrating water. Runoff water enters 
the physical domain as shown in Fig. 2(a) from the left-hand 
side corner with a fixed height of 5.0 cm and flows down due 
to gravity to the bioswale on the 5% downward slope. A sta-
tionary water column exists as a boundary condition for a sta-
tionary water source and releases water due to gravity. Actual 
height of the surface flow on the right ground is automatically 
calculated as a transient result of our CFD simulation. A large 
fraction of water, not infiltrated into the bioswale, overflows to 
the right overland surface having the same downward slope. 

2.2.3. Boundary and initial conditions

Simulations were conducted for two cases: polluting and 
flushing. The polluting scenario indicates the storm runoff 
to the ideally fresh bioswale, without having water content 

(a)

(b)

Fig. 2. Depiction of (a) pseudo-3D structure of bioswale generated 
by Netgen and exported to the STL format and (b) drain pipe of 
30.48 cm (12 inches) diameter generated mesh using OpenFOAM 
tools, visualized using ParaView version 5.4 (https://www.para-
view.org/). The outer length and height of the bioswale system 
are 3 and 2 m, respectively, and left and right ground surfaces 
have 5% slope.
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and accumulated pollutant masses. Storm runoff contain-
ing a pollutant concentration enters the bioswale zone and 
infiltrates from the bioswale top into the soil and then to 
the drain pipe. The flushing is an opposite case, in which 
the bioswale is pre-contaminated with a specific concentra-
tion (assumed to be known) and the entering runoff flow 
has a negligible pollutant concentration. The hydrodynamic 
behavior within the bioswale is assumed to be very similar 
since the pollutant transport is a pass response to the infil-
trating flow. Note that chemical and biological reactions are 
not included in the current study and therefore the convec-
tion–diffusion equation (Eq. (7)) can be scaled by a reference 
concentration (of an arbitrary choice). The flushing case was 
designed to understand the seemingly violating pollutant 
mass balance. The low-concentration infiltrating flow will 
sweep the pre-accumulated pollutant in general and, as a 
noticeable consequence, the effluent concentration is higher 
than the influent concentration (of the entering storm run-
off). In our fundamental CFD approach, the number of 
physical parameters is minimized. The inflow rate into the 
bioswale is not an input parameter or boundary condition on 
the front cross-section of the bioswale (normal to the enter-
ing flow velocity), but calculated during the unsteady CFD 
simulations. On the bottom-left boundary 5.0 cm of water is 
maintained, which flows down on the slanted ground having 
5% slope. In this light, we avoid using Manning’s equation, 
which requires to input the hydraulic radius, surface slope, 
and surface roughness. In 2D geometry, the hydraulic radius 
can be easily estimated as a ratio of the normal cross-sectional 
area (to the incoming fluid flow) and the perimeter length 
wetted by the flowing fluid. Including the roughness at the 
macroscopic level of Manning’s equation can significantly 
increase the computational runtime, although it is possible. 
If the roughness is important in a case that the surface is not 
smooth enough, then the slip velocity can be estimated and 
used as a boundary condition on the left and right ground 
surfaces beside the bioswale.

Specific boundary conditions and their physical implica-
tions are summarized in Table 1 and explained as follows:

2.2.3.1. Atmosphere The top surface of the computational 
domain shown in Fig. 2(a) indicates the ambient boundary 
of the stationary atmosphere. The net atmospheric pressure 
p – ρgh is set to zero at this boundary as a reference value 
because only the relative values are important in momentum 
transfer. U is determined as positive in the y-direction on this 
boundary, and its gradient normal to the atmospheric surface 

is zero. This is equivalent to the standard out-flow condi-
tion for the positive U. If U is determined to be inward to 
the air phase, then only its normal component is considered 
as a velocity at the boundary. In OpenFOAM, this boundary 
condition is implemented as pressureInletOutletVelocity. The 
liquid fraction α and the pollutant concentration C have the 
similar type of boundary conditions in the following manner. 
When the flow is exiting the top atmospheric boundary, gra-
dients of α and C are set to be zero; otherwise, no additional 
flux of α and C are allowed. In OpenFOAM, this specific 
boundary condition employed for α and C is referred to as 
inletOutlet.

2.2.3.2. Inlet The left-most side, as shown in Fig. 2(a), 
is assumed to be open to the stationary ambient atmo-
sphere and does not undergo any specific transport except 
for the surface runoff inflow. The inlet water height is set 
to 5.08 cm (2 inches), which is geometrically fixed for sim-
plicity. At this boundary, the air velocity is set to zero, and 
the water velocity is set to be constant (Ux,0,0), where Ux 
alters from 0.1 to 0.3 m/s. Although the height of the water 
column is fixed as 5.0 cm, the inflow water velocity as an 
input parameter determines the entering water velocity to 
bioswale surfaces. Manning’s equation is a standard method 
used to determine the open-channel velocity as a function 
of slope, water height, and roughness. In contrast, the fixed 
height of the water column offers more flexibility to control 
the transient inlet flow as a boundary condition. The pres-
sure gradient is calculated to satisfy the above-determined 
flow velocity. The α gradient is set to zero, and the solute 
concentration C is equal to Cmax for the polluting and 0 for 
flushing scenarios; here, Cmax represents the maximum pol-
lutant concentration reasonably selected from the current 
literature. We selected zinc as a model pollutant with the 
maximum inlet concentration of 1,000.0 µg/L and the diffu-
sivity of D0 = 7.024 ×10–10 m2/s [65,66]. Smolders and Degryse 
[67] investigated the fate and effect of zinc from tire debris 
within soils in which they reported that zinc concentrations 
in soil layers often reached a few hundred mg/kg. Reported 
zinc concentrations within 2 m of soil depth are of an order 
of (100) mg/kg and occasionally exceed 2,000 mg/kg [68–72]. 
Thus, we selected 1,000 mg/L as an extreme representative 
value, which does not significantly change the pollutant 
transport simulation since the convection is the only mech-
anism. In this case, the passage (or rejection) ratio of a pol-
lutant can be used instead of the real concentration, as the 

Table 1
Boundary conditions used for OpenFOAM (v4.1) simulations. Values next to the specific boundary condition names are used for 
specific incoming and outgoing flow conditions

Square drain mesh p – ρgh U α1 C (mg/L)

Atmosphere TotalPressure, 0 PressureInletOutletVelocity InletOutlet, 0 InletOutlet, 0
Inlet ZeroGradient VariableHeightInlet VariableHeight, (0, 1) InletOutlet, 0
Outlet ZeroGradient InletOutlet, 0 InletOutlet, 0 InletOutlet, 0

Drain left HydrostaticPressure InletOutlet, 0 inletOutlet, 0 InletOutlet, 0
Drain right HydrostaticPressure InletOutlet, 0 InletOutlet, 0 InletOutlet, 0
Walls FixedFluxPressure No-Slip ZeroGradient ZeroGradient
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convection–diffusion equation (Eq. (7)) can be scaled using 
an arbitrary (but meaningful) representative concentration 
value.

2.2.3.3. Outlet The right-most boundary, as shown in 
Fig. 2(a), allows air and water to flow naturally out of the 
computational domain. Normal gradients of p to this bound-
ary are set to zero. For u, α, and C, their normal gradients 
are determined as zero for outgoing flow, and the values are 
fixed at zero for the incoming flow. In this case, the outlet 
boundary does not allow any incoming transport of momen-
tum and mass.

2.2.3.4. Ground surfaces and bioswale walls The side walls 
of the bioswale are considered approximately impervious. At 
the wall boundary, the water is assumed to be not slipping 
and fluxes of α and C are zero, for example, u = 0, ∇α = 0 and 
∇C = 0. The boundary pressure p is calculated as a proper 
value to confirm the zero velocity at this boundary. Depend-
ing on the regulatory guidelines, the bioswale wall can be 
prepared as entirely impermeable to prevent any uncon-
trolled pollutant transfer to the environment.

2.2.3.5. Air–soil interface No boundary condition is 
used at the interface between the air phase and on the top 
bioswale. Instead, the interfacial phenomena are rigorously 
investigated using finer mesh layers as shown in Fig. 2(a) and 
seamlessly linked governing equations for the two-phase (air 
and water) flows. The air and heterogeneous soil regions 
are universally treated as a whole media having spatial-
ly-changing porosities and hydraulic conductivities (or per-
meabilities). In this light, the longitudinal transport normal 
to the top soil surface does not require a boundary condition.

2.2.3.6. Pipe surfaces and holes Fig. 2(b) shows a detailed 
mesh structure around the drainage pipe. The top and bot-
tom surfaces of the circular pipe are considered as imperme-
able walls in contact with soil grains or water. Semi-circular 
extrusions on both sides of the pipe indicate fluid volumes 
made within the pipe holes for discharging. The top half of 
the drain pipe will always be filled with only air. Extruded 
semi-circles are used to set up the standard outflow bound-
ary conditions for P, U, α, and C.

2.2.4. Cell zone setup 

In Fig. 2, the air phase is treated as an incompressible gas 
phase with standard material properties of air. The soil zones 
of the bioswale are considered as simple porous media, char-
acterized using the Darcy value (i.e., an inversed hydraulic 
permeability). For an extreme case, a high hydraulic con-
ductivity is employed to treat an aggregate layer as a porous 
media using K = 1.2 m/s [73], which yields the Darcy constant 
of d = 8.175 × 106 m–2. We are interested in the highly porous 
soil matrix of this d-value, allowing a fast infiltration within 
a few minutes. As bioswale can be designed mostly for the 
swift discharge of initial runoff, the Darcy constant of the 

order O (106) m–2 is too low for practical purposes. We made, 
therefore, the top and bottom soil zones have Darcy con-
stant dt = 8.175 × 108 m–2 (K = 0.12 m/s) and db = 8.175 × 107 m–2 
(K = 0.012 m/s), respectively. Two pseudo-interfaces of the 
air-bioswale and top-bottom soil layers were prepared to 
accurately calculate the boundary phenomena, where P, U, 
α, and C are continuous anywhere within the entire compu-
tational domains. Their transports near these interfaces are, 
however, more complicated than those of bulk phases of air 
and soil. Therefore, the meshes in these zone boundaries are 
prepared more finely in order to accurately capture the inter-
facial flow patterns. We used, for the pure-phase of air and 
water, the densities of 1,000 and 1.21 kg/m3, respectively, and 
the kinematic viscosities of 1.0 × 10–6 m2/s and 1.51 × 10–5 m2/s, 
respectively.

2.2.5. Standard and developed solvers

Users of OpenFOAM must select specific solvers that 
are appropriate for the problem under consideration. 
OpenFOAM has approximately 80 different solvers for spe-
cific applications. When required, users also can modify 
standard solvers to include specific phenomena. We initially 
began our simulation work using interFoam for an incom-
pressible two-phase flow, which can provide an accurate 
simulation of coupled runoff and infiltration phenomena. To 
investigate non-volatile solute species (i.e., zinc in our case), 
we modified interFoam to generate a new solver named 
interPhaseDiffusionFoam, which can simulate solute trans-
port, primarily, in the water phase without providing signif-
icant artificial diffusion. Specific algorithms are explained as 
follows. See Appendix section for details.

2.2.5.1. interFoam with passive transport (standard) In 
OpenFOAM, the phase-averaged velocity u in any phase can 
be calculated for the bioswale by running interFoam, and one 
can use a passive transport solver ScalarTransportFoam to 
study the convective-diffusion of the solutes. In this case, the 
mass transport is primarily controlled by the phase-averaged 
velocity U. The artificial diffusion occurs because the current 
version of ScalarTransportFoam treats the mass flux at the 
phase boundaries identically to that in a single phase. Trans-
port phenomena of pollutants are passively calculated at each 
time step using only determined profiles of α and u without 
distinguishing phases. In summary, ScalarTransportFoam 
does not recognize phase boundaries and, therefore, unnec-
essarily enhance diffusion from the water to the air phases.

2.2.5.2. interPhaseDiffusionFoam (developed) Previously, 
Haroun et al. [63] developed a coupling algorithm of the 
VOF and solute transport by considering convection, dif-
fusion, and volatilization of solutes. As the VOF method is 
based on the phase-mixing algorithm, their method requires 
an extremely fine computational grid for the non-volatile 
solute transport to eliminate the artificial diffusion. Here, we 
found specific theoretical approximations for non-volatile 
solute transfer, coupled with VOF, and described the respec-
tive terms in section 2.2.1. Details of the new and original 
algorithms are mathematically intense, so we include them 
in Appendix section. 
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3. Results and discussions

3.1. Distribution of infiltrating water

We test the transient flow behavior of a double-layered 
bioswale with an underdrain pipe in 2D space with high 
hydraulic conductivities to investigate the short-term trans-
port phenomena for a rapid discharge after a heavy precipi-
tation event. Fig. 3 depicts the initial infiltration behavior of 
a bioswale for the first short duration (75 s) of a precipitation 
event. The initial height and length of the water body are 
both 5.08 cm as demonstrated in the left corner of Fig. 3(a), 
and the flow speed is set as 0.1 m/s. After this initial moment 
of t(x) = 0, the water height is automatically adjusted based 
on and due to the gravity and the surface boundary condi-
tion. The top air phase and the bioswale interior are initially 
set as dry (represented in gray) assuming that the direct 
flow input from the precipitation is negligible in Fig. 3(a). 
The early infiltration profile is depicted in Fig. 3(b) as initi-
ated due to gravity and the high conductivity of the topsoil. 

The interstitial void spaces in the bioswale soil layers are 
initially filled with air assumed to be incompressible in the 
VOF method. The top-left portion of the bioswale receives 
the running-off water first and then allows the water to pass 
through with gravitational force. The migration of the infil-
trated water in the lateral direction is negligible within the 
soil layer. Flow inertia is fully damped in the topsoil layer, 
and the gravity forms the primary driving force for the infil-
tration at this point. Compressed air in the bioswale, due to 
the infiltration, generates dynamic channels for the escap-
ing air from the porous soil layer, as depicted in Fig. 3(c). As 
both air and water are assumed to be incompressible, this 
counter-balanced transport is based on volume exchange 
between infiltrating water and buoyant air. As time elapses, 
infiltration flow patterns become uniform along the horizon-
tal direction, but interestingly, striped horizontally. As the 
air initially in the soil layer is displaced to the right by the 
entering water from the left, its local density in the bioswale 
becomes higher in the runoff direction. The presence of the 

Fig. 3. Initial infiltration behavior with inflow velocity of 0.1 m/s at time (a) t = 0, (b) 10, (c) 60, and (d) 75 s to a bioswale.
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striped distribution of air and water phases, in our opinion, 
is due to the limited spatial dimension of 2D space. The infil-
trating flow at the inlet zone is dispersed within the bioswale. 
The driving force of the infiltration is gravity, hindered by 
the presence of soil grains. As noted previously, the down-
ward infiltration is counter-balanced by the upward air flow, 
exchanging the same amount of volume occupied. In our 2D 
configuration, pre-existing air is pushed down by the infil-
trating water and is effectively forced to move along the run-
off direction on the top of bioswale. This lateral migration 
of air within the bioswale reduces the infiltration of water 
and induces the water migration in the same direction of the 
air migration. This distinct striped pattern must be primarily 
ascribed to the 2D geometry that we employed, which is prac-
tically understood by the (mathematically) infinite bioswale 
length along the normal direction to the cross-sectional area 
shown in Figs. 2–6. Fig. 3, however, clearly indicates that 
the distribution of infiltrating water depends on the run-
ning-off flow direction, especially when the bioswale has a 
high hydraulic conductivity. Since the bottom soil layer has a 
10 times smaller Darcy constant, Fig. 3(d) displays rapid ver-
tical draining near the top–bottom soil interface at the level 
of the pipe holes. The highly porous bottom-soil mechani-
cally supports the pipe and provides a porous environment 
for the drainage flow. Due to the higher hydraulic conductiv-
ity of the bottom-soil, Fig. 3(d) displays higher water content 
above the top–bottom soil boundary line, passing through 
the drain pipe (near pipe holes). The lower water content 
below the top–bottom soil boundary indicates an accelerated 
infiltrating flow to the bottom of the bioswale. The bottom 
soil layer (having a higher hydraulic conductivity than that 
of the top-soil layer) mechanically supports the less-porous 
top layer and induces the fast drainage through the pipe 
holes. The location of the soil boundary can be set above 
the current boundary by reducing the low-conductivity soil 
zone. The partitioning of the heterogeneous soil zones can be 
designed based on the rain and runoff patterns to maximize 
the bioswale performance, which will be the topic of our next 
study. Partition of the top and bottom soil zones, therefore, 
can form an important design parameter for both the infiltra-
tion rate and for the removal of pollutants. 

3.2. Effects of inflow velocity on infiltration rate

Fig. 4 compares the air–water phase distribution at t = 60 s 
for three inflow velocities, having Darcy values equal to those 

of Fig. 3. For specific comparison, we put Fig. 3(a) as identical 
to Fig. 4(a) having an inflow velocity of 0.1 m/s. We observed 
that the striped pattern disappeared in Figs. 4(b) and (c) for 
higher inflow velocities of 0.2 and 0.3 m/s, respectively. 

Due to the larger amount of running-off water on the 
topsoil surface, the infiltrating water volume is consider-
ably lesser than that of the laterally migrating runoff on the 
bioswale surface. Water distribution profiles of Figs. 4(b) and 
(c) appear similar to each other. Thus, this similarity implies 
that the infiltration velocity is almost independent from run-
off velocity (if the runoff velocity is sufficiently fast), but the 
counter-flow of the air is ubiquitous. This, in practical terms, 
indicates that the high-conductivity bioswale must have a 
minimum threshold running-off velocity that generates the 
spatially uniform infiltration pattern. Below the threshold 
value, the bioswale must exhibit lesser symmetric infiltra-
tion patterns along the central vertical axis. In all cases, the 
phenomena of volume exchanges between the air and water 
phases control the distribution of the infiltrating water under 
the initial runoff effect on a dry bioswale. Now, Fig. 5 provides 
a closer view of the porous topsoil zone from Fig. 4, where the 
runoff water starts infiltrating due to gravity. The slower infil-
tration speed is due to a higher Darcy value of the topsoil. The 
water distribution of the slowest inflow velocity of 0.1 m/s, 
shown in Fig. 5(a), contains a wavy pattern, which is due to 

Fig. 4. Snapshots of infiltrating water distribution at t = 60 s to topsoil layer with inflow velocities of (a) 0.1, (b) 0.2, and (c) 0.3 m/s. 
The two holes of the drain pipe are open.

Fig. 5. Closer visual investigation of infiltrating water distribution 
at t = 60 s to topsoil layer. Runoff velocities of (a), (b), and (c) are 
equal to those of Fig. 4. 
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the intermediate air back-flow to compensate for the amount 
of water infiltration. This pattern gradually disappears as 
the inflow velocity increases to 0.2 and 0.3 m/s, shown in 
Figs. 5(b) and (c), respectively. Air backflow was observed in 
two locations, including one near the bioswale inlet and the 
other at the right outlet. In summary, the three running-off 
velocities do not change the infiltration depth shortly after the 
infiltration begins. This supports our previous observation 
from Fig. 4, the infiltration speed and the depth are insen-
sitive to the running-off velocity. Being consistent with the 
implication from Fig. 4, only high conductivity changes the 
infiltration patterns, regardless of the runoff velocity. 

3.3. Effects of pipe hole on the water–air phase distribution

Unlike conventional approaches that assume the stationary 
fluid at the porous media interface, our CFD approach links 
the fast overland flow and the infiltration flow by introduc-
ing small enough time interval of the CFD simulation. Fig. 6 
depicts the infiltration streamlines of (a) open and (b) closed 
pipes. For simplicity, we included the infiltration simulation 
results of Fig. 3(a) as Fig. 6(a) for open pipe holes, and Fig. 6(b) 
shows streamlines of closed pipe holes. In actuality, the pipe 
holes are periodically located at every 30–60 cm along the pipe. 
As our simulations are restricted to 2D space for a qualitative 
analysis with fast computation, the size of pipe hole represents 
its averaged diameter along the longitudinal direction of the 
drain pipe. Alternatively, the open and closed pipe hole cases 
of Figs. 6(a) and (b) can be understood as two cross-sections 
of the bioswale at different locations, one passing through the 
pipe holes and the other in the middle of the two periodic holes 
in the longitudinal direction. In the real 3D sub-surfaces of 
the bioswale, these flow patterns must be periodically mixed 
depending on the averaged length between two adjacent holes 
along the drainage direction. Periodically located circular holes 
will create heterogeneous flow patterns above them since the 
infiltrating flow will experience the pressure gradient toward 
the holes from locations above them. If there is no significant 
driving force to the fluid along the pipe direction, then the flow 
pattern must also be periodic at the repetitive hole locations. 

Averaging the flow patterns between two adjacent holes in 3D 
is equivalent to creating a smaller hole in our 2D configuration, 
having the same area for water penetration. The equivalent 
hole size in 2D is calculated as a void area of a real 3D hole 
divided by the nearest distance between two adjacent holes in 
3D. The streamlines in Fig. 6(a) demonstrate simple vertical 
pathways of the mixed phase fluid. The streamlines are shown 
as smooth and continuous because the bioswale is modeled as 
a uniform porous media. Note that these streamlines do not 
individually express the pathway of air and water but repre-
sent phase-averaged flow paths. Because the pipe holes are also 
pressure outlets, the apparent compression of air phase due 
to the infiltrating water is less significant than that observed 
in Fig. 6(b). Two vertical columns are observed in Fig. 6(b) 
through which air flows upward to reduce the gas-phase pres-
sure (represented by a reddish color). In OpenFOAM, the pres-
sure of incompressible fluids is calculated as the actual pressure 
divided by the constant fluid density to take advantage of com-
putational efficiency. The initial air phase of the closed pipe 
case is either trapped between down-coming water bodies or 
flowing upward through homogeneous void spaces. Based on 
our findings, Fig. 6 implies that a considerable number of pipe 
holes may reduce the local compression of air and hence min-
imize the infiltration resistance due to the counter-balancing 
air flow. This trend can be limited to the soil matrixes of high 
permeability, but the air backflow cannot be ignored in mass 
transport phenomena within the porous bioswale. Finally, we 
found that a dynamic pattern of air distribution can be partially 
controlled by the geometrical characteristics of the pipe holes. 

3.4. Pollutant transport

We simulate the flushing of a partially dry bioswale as a 
maintenance strategy to washout the pollutant buildup. The 
mass flux of zinc is calculated as the concentration multiplied 
by the outgoing flow velocity through a pipe hole (i.e., J = Cu). 
It is assumed that a t = 0, the bottom soil layer has α = 1 and 
C = 1,000 µg/L, and the topsoil layer contains α = 0.5 and 
C = 500 µg/L. Fig. 7 represents the transient mass fluxes in the 
x- and y-directions at both the left and right holes. The initial 

Fig. 6. Snapshots show the effects of pipe holes on the infiltration patterns, where pipe holes are (a) open and (b) closed. The color of 
streamlines indicates the intensity of the pressure in the bioswale.
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discharge flux to the left hole Jx decreases rapidly in 10 s due 
to the gravity-driven flow of water existing in the interstitial 
spaces. The right Jx shows a symmetric pattern to the left Jx 
having an opposite direction of the negative sign. The left and 
right Jx has a mean and standard deviation values of 162.45 ± 
19.14 and –152.43 ± 18.15, respectively. A closer investigation 
shows that the left Jx has a higher magnitude than the right 
Jx. This result may be explained by the fact that infiltration 
starts at the left inlet on the top surface of a high conductivity. 
Furthermore, the difference of Jx in the left and right holes 
may be attributed to the infiltrating water displaced by the 
air from the left into the right holes, as confirmed in Figs. 3 
and 4. The initial infiltration of runoff at the left-top corner 
of the bioswale surface causes two distinct effects. First, until 
the bioswale is fully saturated, water content (α) as a decreas-
ing trend along the surface runoff direction. Second, this 
spatially biased infiltration pushes pre-existing air within 
the bioswale along the same lateral direction, and, as a feed-
back, the pressurized air provides hydraulic resistance to the 
lateral flow. Third, a fraction of pressurized air reaches the 
right wall and flows up due to the buoyant force. Overall, 
the infiltration on the left-top surface is balanced with the 
escaping air-flow on the right-top surface. The restricted 2D 
configuration prevents the air and water movements in the 
normal direction to the runoff (i.e., the pipe-aligned direc-
tion). The coupled transport of air and water generates the 
biased drainage of infiltrated water to the pipe holes. If the 
bioswale is initially fully saturated, then the magnitude dif-
ference of Jx of the opposite-sided holes must be negligible. 
Jy values for both holes fluctuate near zero but their average 
values are positive. This is because the holes are positioned 
at 4 o’clock and 8 o’clock directions, and their normal sur-
faces are slightly directed upward. We observe that when the 
Jy increases temporarily, Jx decreases. This rather unexpected 
finding might be a result of the transport across the holes 
that water discharge and air flows are counter-balanced. 
This flushing scenario shows that the bioswale can gradually 
discharge pre-accumulated pollutants. Flushing could be 
used as a maintenance strategy for the gradual or intermit-
tent release of contaminants below a specific concentration 
during dry periods.

4. Conclusions

CFD simulations have been carried out to investigate 
coupled transport in a bioswale using OpenFOAM version 
4.1. This current study applies a computational approach 
to simulate the initial infiltration trend with several con-
ditions of the running-off to a dual-media bioswale with a 
drain pipe. Our work has several noteworthy features as 
follows.

First, the current study is, to the best of our knowledge, 
the first CFD application on bioswale design and perfor-
mance by the seamless coupling of overland and infiltrating 
water flows. For the early-stage infiltration of stormwater, a 
threshold value of the runoff velocity exists, above which the 
infiltrated water is uniformly distributed and below which 
the distribution is wavy. For a fast runoff above high con-
ductivity bioswale, the soil zone induces asymmetric water 
patterns along the runoff direction. Second, a slow runoff 
velocity yields a wavy profile of the down-coming water-
front, which gradually disappears as the running-off veloc-
ity increases. This flow behavior must be partially ascribed 
to the 2D nature of the simulations, but it emphasizes 
the reverse flow of air during the initial infiltration to the 
unsaturated bioswale. Third, the presence of the pipe holes 
indicates the unique behavior of air dynamics inside the 
bioswale. When the pipe holes are closed (or clogged), the 
air-phase pressure increases due to the going-down water 
volume, and vertical void columns form for air flow chan-
neling. To thoroughly understand the interaction between 
infiltrating and escaping water flows, 3D CFD modeling is 
of great necessity, especially in the initial infiltration stage. 
Fourth, we would like to emphasize that a new solver, inter-
PhaseDiffusionFoam, was successfully developed to simu-
late the non-volatile pollutant transport in separate phases at 
different time scales. While the VOF method deals with only 
the phase-averaged quantities, the new solver employed an 
algorithmic approximation based on physical interpretation 
and offered a closer mimicking of the pollutant diffusion in 
the two-phase flow.

Finally, we emphasized a need for universal and reliable 
computational methods, which can be used to determine 
dimensions of bioswales. Note that current bioswale sizing 
guidelines lack consistency. Our current work is limited to 
qualitative analyses of short-term and rapid-flow behaviors 
of highly porous 2D bioswales because experimental verifi-
cation is an additional arduous task. These results, however, 
have significant potential implication in the early-stages 
conceptual design and analysis of bioswales for better effi-
ciency and stable maintenance. By having historical runoff 
data and thorough understanding of precipitation patterns, 
one can control the time required to fully saturate a bioswale, 
depending on the periodicity of storm events. Subsequently, 
CFD analysis can suggest optimal combinations of physi-
cal dimensions, hydraulic conductivities, thicknesses of the 
dual (or even triple) soil layers, as well as the locations and 
sizes of the drain pipes and perforated holes. Further mod-
eling work is required to develop sizing formulas to ensure 
optimal hydraulic performance. Long-term transport stud-
ies of the bioswale would be beneficial to holistically under-
stand in 3D the physico-chemical/biological reactions of 
multiple pollutants in unsteady porous-media flow fields.

Fig. 7. Pollutant flux components in x- and y-direction through 
the left (L) and right (R) pipe holes. 
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Appendix 

A1. A modified VOF algorithm with mass transfer

The mass conservation for the local concentration Ck(r,t) 
in a phase k (1 for liquid [water] and 2 for gas [air]) is as 
follows:

∂
∂

+ ∇ ⋅ ( ) = −∇ ⋅C
t

U C Jk
k k k  (A1)

where Uk and Jk are the local fluid velocity and diffusive flux 
of pollutants, respectively. The diffusive flux Jk is assumed to 
follow Fick’s law of diffusion: 

J D Ck k k= − ∇  (A2)

where Dk is a diffusivity constant. If a cell volume of a com-
putational grid contains both the liquid and gas phases, 
Eqs. (A1) and (A2) are to be averaged within the cell volume. 
The following equation shows that a fraction of phase k is 
defined as a ratio of the volume and the total cell volume:

αk
k

c

V
V

=  (A3)

An average quantity of an arbitrary physical variable q in the 
cell volume is as follows:

q
V

qdV q q q
c V k

k k
c

= = = +∫ ∑
1

1 1 2 2α α α  (A4)

where 

q
V

qdVk
k Vk

= ∫
1

 (A5)

is an average of q (only) in phase k. If Eq. (A1) is averaged 
along the overall cell volume. Thus, we have the following 
expression:

∂
∂

+ ∇ ⋅ ( ) = −∇ ⋅α
α αk k
k k k k k

C
t

U C J  (A6)

Now, we make a sum of each side of Eq. (A6) with respect to 
k from 1 to 2, which leads to:

∂
∂

+ ∇ ⋅ = −∇ ⋅
C
t

UC J  (A7)

where 

C C C= +α α1 1 2 2  (A8)

UC UC U C U C = +α α1 1 1 2 2 2  (A9)

Similarly, the average flux is defined as J Jk kk
=

=∑ α
1

2 , but if 
this definition is applied, J cannot be represented using the 
cell-volume averaged quantities. An approximation using 
the averaged diffusivity is applied to both the liquid and gas 
as follows:

J D C C − ∇ + ∇ α α1 1 2 2  (A10)

where the mean diffusivity is calculated as a phase-average 

D D D= +α α1 1 2 2 .  (A11)

For simplicity, we omit the subscript 1 for α and replace 
α2 by 1 – α. At the phase boundary, the pollutant partition 
between the two phases can be approximated using Henry’s 
law (i.e., C2 = HC1), where H forms a dimensionless Henry’s 
constant. The mean flux J is represented as follows:

J D C= − ∇ − ∇ Φ α  (A12)

using a mathematical identity α1 ∇C1 = ∇[α1C1] - C1∇α. The 
final governing equation using the volume average is Eq. (8), 
having the effective convective transport controlled by the 
average phase velocity U. 

A2. Additional treatment

Unless solutes are volatile, mass transport between the 
liquid–gas interface is negligible. In this case, parameters 
should be appropriately selected to entirely prevent the inter-
facial diffusive transport. The diffusivity within a gas phase is 
approximately 103–104 times higher than that within a liquid 
phase. In this case, Eq. (A11) may not represent an appropri-
ate estimation approach so as to maintain solute molecules 
in the liquid phase, minimizing the pollutant transfer to the 
gas phase. 

If the gas phase concentration C2 is initially zero, then 
there should not be any mass transfer from the liquid phase, 
and C2 should be maintained as zero. The VOF method fails 
to include the solute diffusion in two separate phases using 
the phase-averaged diffusivity. To mathematically imple-
ment this real phenomenon in our CFD simulations, we used 
an arbitrarily forceful assumption 

D
D

C
C

H2

1

2

1

1≈ =   (A13)

which is similar to original Henry’s law. Then, for small 
values of H, we calculated

D D H D= + −( )( ) →1 11α α α  (A14)

and most importantly, 
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D D H C D CΦ = −( ) →1 11  (A15)

Therefore, we have 

∂
∂

+ ∇ ⋅ = ∇ ∇( ) −∇ ∇( )
= ∇ ∇ − ∇( )

C
t

UC D C D C

D C C

1 1

1

α α

α α
 (A16)

where D1∇(α∇C) indicates the diffusive flux with a diffusiv-
ity D1 weighted by the liquid fraction α, and -D1C∇ implies 
back transport of α from the gas phase to the liquid phase. 
This diffusion coefficient of α is conceptually determined 
as CD1. This solver is named interPhaseDiffusionFoam and 
available online [74]. 


