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a b s t r a c t
The outstanding performance of ballasted flocculation (BF) can be attributed to the enhanced velocity 
of settling flocs, which is significantly increased by the attachment of ballast particles. It is important 
to determine the mechanism by which the settling velocity of an individual floc changes with ballast 
size and density under BF. Many researchers have developed models to predict floc settling velocity, 
which is correlated with the size and density of flocs, but these existing models underestimate the 
floc settling velocity because model parameters are not obtained from flocs of BF. Therefore, the 
purpose of this study is to improve the accuracy of model prediction of floc settling velocity by mod-
ifying existing regression models based on experimental observations. For this purpose, an image 
analysis method was used to determine the settling velocity and size of individual flocs generated 
through laboratory BF experiments, and then floc density was calculated using Stokes’ law with 
flow condition- based drag coefficient. These velocity and density values were used to compare and 
modify the velocity models. The predictions of modified models and the experimental observations 
were then tested through analysis of variance and Pearson’s correlation. The modified density model 
of Lau and Krishnappan was found to be the most appropriate for predicting individual floc density, 
but velocity models as linear or power function of floc size were inappropriate for predicting the 
settling velocity of ballasted flocs. Various statistical tests revealed that the modified velocity model 
is effective. In addition, the model predictions were found to be in agreement with 75% of experi-
mental velocity observations, whereas other velocity models showed only 30% agreement. Thus, we 
propose the combination of the Stokes’ velocity model with the modified density model of Lau and 
Krishnappan as the most suitable approach for predicting settling velocity.

Keywords:  Ballasted flocculation; Floc density; Settling velocity modelling; Magnetic ballast; Image 
analysis

1. Introduction

Recently, ballasted flocculation (BF) has received significant 
attention as an alternative for treating influent turbidity, 
which is being aggravated by global climate change. Research 
has revealed the outstanding performance of BF in turbidity 
treatment of municipal and industrial wastewater, and the 
application field of BF has been extended to the treatment of 

drinking and surface waters [1]. In BF, the specific gravity of 
flocs is increased by the attachment of high-density ballasts 
that significantly enhances the settling velocity of flocs [2]. 
Floc formation with ballasts is a complicated process because 
its simultaneous and dynamic mechanisms include aggre-
gation, fragmentation, repacking, remineralization, deposi-
tion, and eventually subsequent resuspension [3]. The causes 
and effects from these mechanisms can converge to settling 
velocity. Therefore, it is important to predict and measure 
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the settling velocity of individual flocs theoretically and 
experimentally [4].

Numerous attempts were made to model floc settling 
velocity as a function of floc shape, size, and density. Among 
these, floc density is known to be an important factor driving 
floc settling [5], and its value is varied from discrete parti-
cle settling to flocculent particle settling [2]. Few studies 
indicated that floc density can be directly measured and 
floc settling velocity can be determined accordingly, while 
others indicated that individual floc density is very diffi-
cult to determine directly [6]. The most common approach 
is to determine the density from experimentally determined 
floc settling velocity by applying appropriate models that 
correlate floc density and settling velocity [7,8]. In deter-
mining the settling velocity and density, the floc size should 
be always obtained concurrently, irrespective of the mod-
els used [4]. Photographic methods through image analysis 
are the most reliable for determining floc size as well as floc 
settling velocity [5]. When floc size and settling velocity are 
experimentally determined, Stokes’ law can be applied to 
determine floc density [8].

Previous studies developed models based on Stokes’ 
law to reflect the effect of floc shape, size, permeability, 
porosity, and fractal dimensions on the physical charac-
teristics of generated flocs [9–11]. Floc density models are 
derived on the basis of physical and mathematical relation-
ships, which account for the density of parent particles in 
suspension, using the concept of mass balance and fractal 
dimensions [12]. Some researchers reported floc density as 
a function of projected floc area in the form of regression 
equations [13–15]. Although the ballasted floc settling phe-
nomenon is difficult to directly observe, it can be reflected 
through model.

In this study, we developed a suitable model to inves-
tigate ballasted floc settling velocity. The main purpose is 
to evaluate and modify existing floc density and settling 
velocity models to reflect BF. In comparison with the conven-
tional flocs, ballasted flocs have different physical character-
istics (especially much higher floc density induced because 
of ballast) and they show much higher settling velocity. 
Therefore, jar tests were conducted to obtain the ballasted 
floc using four different types and varied doses of ballasts, 
and the correlation between floc size and density was con-
firmed through image analysis. Based on Stokes’ law, floc 
density from experimental velocity observations was com-
pared with existing models. Then, the existing models were 
modified using regression analysis based on experimentally 
determined floc size, settling velocity, and effective floc den-
sity to improve their applicability for ballasted flocs. The 
modified model predictions were plotted graphically along 
with experimental values to establish the significance of the 
modified models. Analysis of variance (ANOVA) was applied 
to observe the differences in agreement among experimental 
values and model predictions.

2. Materials and methods

2.1. Evaluation of existing models

Floc density models developed by Tambo and Watanabe 
[8], Hawley [6], McCave [13], and Lau and Krishnappan [14] 
were investigated in this study. These models were developed 

on the basis of experimental observations of flocs formed 
naturally in estuarine systems or conventional flocculation. 
The applicability of these existing density models (Table 1) 
was evaluated by comparing model predictions with a des-
ignated floc density, and the results revealed that the den-
sity models completely underestimated the determined floc 
density for ballasted flocs. The reason of the underestimation 
is that the density models were developed to predict flocs 
in estuarine systems or conventional flocculation systems 
where floc size increases slowly and floc density is low. In 
BF, charged particles using coagulants [16] and high-density 
flocs with ballast particles are combined for faster settling. 
The existing density models presented in Table 1 can be used 
for determining ballasted floc density if modified according 
to experimental observations of ballasted flocs.

Li and Ganczarczyk [4], Adachi and Tanaka [17], and Wu 
and Lee [15] developed floc settling velocity models using 
floc size measured from jar tests replicating conventional 
flocculation processes. These existing settling velocity mod-
els (Table 1) were graphically simulated with experimental 
velocity based on image analysis observations. In prelimi-
nary comparisons, no agreement was found among model 
predictions and BF experimental observations because the 
effect of ballasts was not incorporated in these existing mod-
els. The obvious limitation of these simple models is that the 
models do not account for the effect of ballast as floc size is 
only variable in these models.

Preliminary experiments also revealed that the rela-
tionship between floc size from the projected area of image 
analysis and settling velocity was insufficient to represent 
many other characteristics of flocs that act as driving factor 
controlling settling velocity. As floc density can be better pre-
dicted as a function of floc size through empirical relation-
ships, the Stokes’ floc settling velocity model can be extended 
based on the modified density models.

2.2. Floc formation process

In this study, high-turbidity (190 NTU) raw water was 
synthesized using 200 mg kaolin/L with tap water. Poly alu-
minum chloride (PAC) (AL2O3, 10%) as coagulant and four 
types of magnetic ballast particles of 25 μm (negative surface 
charge), 33 μm (negative surface charge), 33 μm (positive 
surface charge), and 64 μm (negative surface charge) (Bioneer 
Co., Daejeon, Korea) as ballasted coagulants were used to 
monitor the effect of ballasts on agglomeration characteristics 
and floc settling velocities. Zeta potential analysis was per-
formed to confirm the surface charge of ballast particles, and 
ballast size was confirmed by scanning electron microscope 
(SEM) images. The density, zeta potential, and chemical 
formula of ballast particles and SEM images of ballast par-
ticles are provided in Table S1 and Fig. S1, respectively, in 
supplementary materials. For generating high-density flocs, 
the water samples were agitated in a 1 L 6-array jar tester 
(Fig. S2 in supplementary materials) by rapid (G-161/s) and 
slow mixing (G-65/s) to replicate coagulation and floccula-
tion processes [18,19]. The PAC dose of 30 mg/L was used, 
and the ballasted coagulant doses were varied to 500, 750, 
1,000, 1,250, 1,500, 2,000, 2,500, 3,000, and 5,000 mg/L for 
four types of ballasts. The pH of the samples was adjusted 
to 8 using 1M sodium hydroxide solution [20]. The initial 
temperature of the samples was maintained at 20°C [21]. 
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The jar test experimental conditions are shown in Table S2 of 
supplementary materials.

2.3. Determination of floc characteristics

An image analysis technique was adopted to experimen-
tally observe the relationship between the size and settling 
velocity of ballasted flocs. Experimental velocity observa-
tions were then used to determine effective floc density based 
on Stokes’ law.

The flocs formed in the jar test were subjected to image 
analysis [22,23], in which a vertical column image analyzer 
with a transparent floc settling column, charge-coupled 
device (CCD) camera (Mako G-507C PoE Model and Zoom 
lens 0.70X–4.50X, 23.7 frames/s), light emitting diode (LED) 
light (Figs. S3 and S4 in supplementary material) with 
StreamPix software program (STP-6-S-STD), and a public 
domain Image-J program were used. The flocs were passed 
through the transparent vertical column of image analyzer 
filled with water while CCD camera and LED light were 
horizontally aligned covering a specific known frame area 
of the vertical column to record vertical settling movement 
of the flocs [24]. The vertical movement with respect to time 
in a known column length covered by the CCD camera was 

recorded using StreamPix software. The settling velocity of 
the flocs was determined by the vertical movement of the 
flocs in a known column length per time. The frames in video 
files for selected flocs were converted to the image format. 
Despeckle noise tool of Image-J program was applied to 
improve the floc visibility by removing the background noise 
and blurred flocs in the image. Threshold tool of Image-J pro-
gram was used to precisely reveal the boundaries of flocs in 
the image. Size of flocs was determined by precisely marking 
the outer boundaries of flocs using the freehand marking tool 
of Image-J program to calculate the number of pixels covered 
by one floc. The actual floc projected area could be deter-
mined by multiplying the determined number of pixels with 
the unit pixel area and magnification. The applied tools of 
Image-J program and a flow chart of image analysis process 
are Illustrated in Figs. S5 and S6 in supplementary materials.

Floc density was determined using floc settling veloc-
ity through Stokes’ law which can be used for determining 
floc density based on floc velocity observations in the form 
of Eq. (1) [25,26]. The flocs were assumed to be spherical in 
shape, and equivalent size sphere diameter determined by 
Eq. (4) was applied in Eq. (1). It is very important to know the 
flow condition to determine the drag force applied at passing 
flocs by fluids inside the column for accurately calculating 

Table 1
Existing and modified floc density and settling velocity models
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4 ρ ρ ρf w s fD− = −( )exp . .0 02 1 85 – cm, g/cm3 Lau and [14] ρ ρ ρ ρf w s w fD− = −( ) −( )exp . .0 05 0 61 **

Settling velocity models

5 V Df f= +0 35 1 77. . Activated 
sludge

mm, mm/s Li and 
Ganczarczyk 
(1979)

V Df f= +6 4 5 6. .

6 V Df f= 0 969 1 150. . Al-kaoline 
floc

mm, mm/s [17] V Df f= 10 77 0 23. .

7 V Df f= 1 17 0 99. . Activated 
sludge

m, m/s [15] V Df f= 0 053 0 23. .

*For a dimension coincidence, dimensionless floc diameter was used in the equation because the fractal concept did not exist at the time the 
equation was developed.
**Modified model-4 is computed using floc size in micrometers and effective parent particle density is induced in modified model instead of 
parent particle density in reported model.
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Eq. (1). For this purpose, the Reynolds number for flocs was 
determined using Eq. (3) based on floc size and floc settling 
velocity (obtained through the image analysis). Eq. (3) shows 
that flocs follow transitional flow conditions, and thus, Eq. (2) 
for transitional flow conditions was used to determine drag 
force coefficient, which was substituted in Eq. (1) to deter-
mine effective floc density.

V
g D

Cf
f w f

d w

2
4

3
=

−( )ρ ρ

ρ
 (1)

Cd = + +
24 3 0 340 5Re Re

..  (2)

Re =
ρ

µ
w f fV D

 (3)

D
A

f
p2

4
=

π
 (4)

2.4. Modification of existing models

The models were modified using the user-defined model 
fitting tool in the analysis wizard of OriginPro 2016 soft-
ware. The model equations were input in OriginPro 2016 
after replacing constants into notations as described in Table 
S3 in supplementary materials. The floc size was defined as 
independent variable X and determinist floc density and floc 
settling velocity as dependent variables Y. The experimental 

floc size and their corresponding determined density and 
settling velocity values were used in the program as input 
data for regression analysis to modify the models. The 
notations in input equations were defined as variables in 
the program. The values for constants in model equations 
were then recomputed at successful model fitting status at 
experimental floc size, settling velocity, and determined floc 
density values using the same units as mentioned in Table 1 
corresponding to equations. The values for constants com-
puted by the program were then replaced by notations to 
obtain modified model equations. The modified models 
with recomputed constant values are provided in Table 1. 
Fig. 1 shows a schematic diagram of the model modifica-
tion process using ballasted floc generation and observation 
experiments. The process of model fitting and recomputing 
of variables for equations in OriginPro 2016 is presented in 
Fig. S7 in supplementary materials.

2.5. Statistical testing of modified models

ANOVA, which is used to determine whether there are 
any statistically significant differences between the means 
of independent groups, was applied to compare the mod-
el-predicted data sets with experimental data sets or deter-
mined data sets based on experimental observations to 
determine variations in model predictions. For this purpose, 
the one-way ANOVA tool of OriginPro 2016 was used. The 
test was conducted at a significance level of 0.05, which is 
generally used in ANOVA by maintaining a 5% margin of 
error at a confidence level of 95%. The data sets were pro-
vided in the form of raw data instead of indexed, and the 
number of levels were selected according to the number of 

Modified model 
predictions

Jar-test Experiment

CCD Camera

Vertical Column 
Image Analyzer

LED Light

Experimental 
observations

OriginPro 2016

Simulation
Modified models 
evaluation using 
ANOVA and Pearson’s 
Correlation techniques

Reported Floc density and 
settling velocity models

Shortlisting best 
fitted model

Modifying floc 
density and settling 
velocity models

Image Analysis Process

Adding generated flocs 
in image analyzer Floc recording and 

processing by Streampix
and Image J program

Fig. 1. Schematic diagram of BF experiment and model modification process.
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data sets under comparison. Tukey’s range test which is an 
inferential statistic used to access the equality of variance 
was also applied in conjunction with ANOVA, in which the 
set of all pair-wise comparisons was simultaneously applied 
and any difference between two means that is greater than 
the expected standard error could be identified. Tukey’s test 
works under assumptions that observations are indepen-
dent among and within groups and homogeneity of variance 
exists. In this study, homogeneity of variance was assured 
using Levene’s test in conjunction with ANOVA and Tukey’s 
test. p-value is an indicator of Levene’s test, which should 
be less than the benchmarked significance level (0.05) for 
the test to approve the hypothesis of equality of variance. 
Box charts were obtained to evaluate the data set prediction 
ranges compared with experimental observations.

In ANOVA, the important indicators are F-value, root 
mean square of error (RMSE), coefficient of variation, and 
R2 value. The F-value indicates the variation between sam-
ple means by the variation within samples; under the null 
hypothesis that data means are equal at all stages, it should 
be equal to 1. As it approaches to 1, the predicted data set will 
also be closer to the experimental value. RMSE is a measure 
of differences between model predictions and experimental 
observations. It indicates the degree to which experimental 
observations are spread out and their distance from the model 
line. It should be equal to zero if the model completely sat-
isfies experimental observations. Lower RMSE indicates less 
variations of observed values from the model. Coefficient of 
variation is a ratio of standard deviation to the mean value. It 
shows the extent of variability in relation to the mean of the 
data set, and its lower value is favorable in the test. The R2 
value shows the correlation among data sets from the range 
of zero to one with one showing 100% correlation. It is usu-
ally ignored in ANOVA, but in the case of model compari-
son with experimental observations, it becomes an extremely 
important factor indicating the model’s ability to predict 
experimental observations. R2 values close to one show that 
the model can more accurately predict experimental values.

Pearson’s correlation was also applied to measure the 
linear correlation between two sets of independent variables. 

Its value lies between +1 and −1, where 1 is total positive lin-
ear correlation, 0 is no linear correlation, and −1 is total neg-
ative linear correlation. Its significance indicates the signif-
icant statistical relationship between two independent data 
sets. In this study, the Pearson’s correlation tool of IBM SPSS 
Statistics 24 program was used to compare the model-pre-
dicted data sets with experimental or experiment-based data 
sets. The test was performed at a significance of 0.01 and a 
confidence level of 99% maintaining a 1% margin of error. 
The Pearson’s coefficient obtained is an indicator of a linear 
relationship between model predictions and experimen-
tal observations. The relationship is significant only if the 
obtained test significance value is less than the benchmarked 
significance level of test.

3. Results and discussion

3.1. Determination of floc characteristics

The vertical movement of flocs along the known column 
height was recorded against time for each jar test condition 
using SreamPix in the image analysis process. At least 40 flocs 
from each jar test condition were analyzed to ensure ade-
quate representation of floc distribution [24,27]. The distance 
covered by individual flocs was divided by the respective 
time consumed to determine the settling velocity of the flocs. 
The sizes of respective flocs were determined using Image-J. 
To determine the effective density of flocs using Eq. 1, the 
drag coefficient must be computed, which is directly related 
to the flow condition of floc transition in fluids. Therefore, 
drag coefficient was determined as a function of Reynolds 
number. Most of the previous studies indicated (Re ≤ 1) verti-
cal settling of flocs in water and used the laminar flow equa-
tion to determine the drag coefficient [9,17]. In this study, 
Reynolds number was determined for ballasted flocs using 
Eq. (2) [2], and it was observed that ballasted flocs follow the 
transitional flow condition (Re >1), as displayed in Fig. 2(a). 
Reynolds number for ballasted flocs varied from 0.2 to 12, 
and the major proportion of flocs showed Reynolds number 
between 2 and 4. Furthermore, a peak of normal distribution 
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curve was found at a Reynolds number of 2.98, as shown in 
Fig. 2(b). From these results, it was concluded that Eq. (2), 
which depicts drag coefficient as a function of Reynolds 
number under transitional flow conditions, was more suit-
able for determining the coefficient for drag force acting on 
ballasted flocs, as presented in Table S4 in supplementary 
materials.

The determined Reynolds number values were used 
to compute the drag coefficient [Eq. (2)]. The flocs were 
assumed to be spherical in shape and equivalent size, and the 
sphere diameters were obtained using Eq. (4). The computed 
drag coefficient values and equivalent size sphere diameters 
were applied in Eq. (1) to determine the effective floc density 
against experimental velocity observations. The experimental 
settling velocity and determined effective floc density were 
plotted against floc size to observe their variation against floc 
size. Floc settling velocity was also plotted against effective 
floc density to observe the relationship among these two 
properties. It was observed from the plots that floc size does 
not appear to have a clear relationship with floc settling 
velocity for ballasted flocs, whereas in conventional coag-
ulation processes and flocculation in natural waters, flocs 
have been found to have strong direct proportionality with 
settling velocity [25]. However, the floc size was found to be 
in partial inverse proportionality with floc density which was 
in agreement to Lee et al. [28] and Gregory [29]. Floc den-
sity was partially in direct proportionality with floc settling 
velocity, as shown in Figs. 3(a)–(c).

3.2. Modification of existing models

The existing models shown in Table 1 were modified 
based on experimentally determined floc size, settling 
velocity, and determined floc density data sets obtained 
through image analysis [30]. The models were input as equa-
tions with constants and variables defined in the program. 
Experimental floc size values were input as independent 
variables and experimental settling velocity and determined 
floc density values were input as dependent variables. The 
constant values in models were recomputed by fitting the 
model curve of experimental values by applying the model 
fitting tool. The program describes the status of success or 
failure for model fitting of defined equations, and constant 
values obtained with successful fitting status were applied 

in model equations to obtain the modified models. The mod-
ified models obtained by curve fitting with experimental 
observations are shown in Table 1.

3.3. Evaluation of modified floc density models

The determined effective floc density based on exper-
imental velocity observations was simulated using exist-
ing density models, and the results show that the modified 
models predicted the density values more closely but the 
existing models underestimate the density values, as shown 
in Fig. 4(a). Among existing models, the model by Lau and 
Krishnappan completely failed to predict effective density 
for observed floc sizes because of its limitation that prediction 
of effective floc density is limited to flocs less than 300 μm; 
however, the observations were still underestimated even 
within this size range. Furthermore, flocs generated through 
BF are mostly above this size and have high density because 
of ballast particles induced in the flocs. The modified model 
predictions were graphically plotted against determined floc 
density, and they were found to be in complete agreement 
with experimental observations as shown in Fig. 4(b). To 
observe the correlation among determined density values 
and modified model predictions more closely, the Weibull 
distribution was applied, and the curve of determined den-
sity values was compared with the curves of the modified 
models. The predictive curves for modified models of Tambo 
and Watanabe and Lau and Krishnappan were found to be 
more closely correlated to the determined density curve, as 
shown in Fig. 4(c). It can thus be concluded that the above-
mentioned models could predict the effective floc density 
more closely compared with others.

The percentile-percentile (P-P) plots of modified den-
sity models were developed, which are shown in Figs. 
5(a)–(d). The straight line in the probability plot represents 
the model normality. A departure of determined density 
residuals from the straight line refers to a divergence from 
the model. Remarkable divergence was observed for most 
models as shown in Figs. 5(a)–(c), but the density residu-
als followed a linear trend for modified model of Lau and 
Krishnappan, as shown in Fig. 5(d). The model P-P plot 
results agreed with observations of the Weibull distribu-
tion. ANOVA was performed for experimental observations 
and modified model predictions. The test was conducted 
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Fig. 4. Density model simulation with deterministic floc density: (a) existing models, (b) modified models, and (c) Weibull distribution 
curves for deterministic density and modified model predictions.
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model, (d) modified Lau and Krishnappan model, and (e) ANOVA box chart of modified model density predictions compared with 
deterministic floc density.
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under the null hypothesis that data means are equal at all 
levels. Determined and model-predicted density were input 
in OriginPro 2016 as raw data. Five levels were selected for 
data sets of predictions from four models and one data set 
of determined density values. Tukey’s test was performed 
in conjunction with ANOVA for comparing data means, 
and Levene’s test was incorporated for determining equal-
ity of variance. Box charts were drawn to compare pre-
dicted ranges with determined density values. The results 
revealed that the means were significantly different, nul-
lifying the hypothesis. However, high R2 for the modified 
models of Lau and Krishnappan and Tambo and Watanabe 
indicated that predictions of these models highly corre-
sponded to experimental observations. Among all modified 
models under investigation, the modified model by Lau 
and Krishnappan with high R2 value showed the highest 
matching of 87% between determined density values and 
model predictions with lower RMSE showing no significant 
variation among model and determined data sets; this also 
satisfies the significance level of the test with p-value < 0.05, 
as shown in Table 2. The box chart comparison of data sets 
shown in Fig. 5(e) supports the conclusion from ANOVA 
results; the model prediction range for the model of Lau and 
Krishnappan was very close to the range of experimental 
observations.

The Pearson’s correlation test was conducted for deter-
mined floc density and model predictions using IBM SPSS 
Statistics 24 to check the correlation of model predictions 
with determined effective floc density. The test was con-
ducted at 99% confidence level (at significance level 0.01), 
maintaining 1% margin of error. The results were com-
pletely in agreement with ANOVA and Weibull distribution 
results. As indicated in Table 3, all the model predictions 
significantly correlate with the determined floc density val-
ues. The significance (2 tailed) for models should be lower 
than test significance level of 0.01 to support the hypothesis 

that the data correlation is not a result of any coincidence but 
the model-predicted values close to determined values. The 
significance for all models was under the benchmarked sig-
nificance level (0.01), indicating strong correlation between 
model predictions and effective floc density. The higher 
Pearson’s correlation factor value of the modified model of 
Lau and Krishnappan (0.55) indicated that among all the 
model predictions, this model’s prediction was closer to the 
determined density values, which agrees with the results of 
P-P plots and ANOVA.

3.4. Evaluation of modified settling velocity models

The existing and modified velocity models were used to 
compute the settling velocity values as a function of floc size, 
and the computed values were then simulated with exper-
imental settling velocity data sets obtained from the image 
analysis. The existing models were found to underestimate 
the velocity values of experimental observations, whereas 
the modified models were found to estimate the settling 
velocity values more closely, as shown in Figs. 6(a) and (b), 
respectively. The Weibull distribution was applied to model 
predictions and experimental observations. Comparing the 
generated curves, existing models did not show any cor-
relation with the experimental velocity observations and 
observed settling velocity in a very narrow region of experi-
mental velocity curve as shown in Fig. 6(c). Therefore, from 
these observations, it can be concluded that floc settling 
velocity cannot be determined as a function of floc size. 
However, floc size and density in combination can be used 
to predict floc settling velocity more accurately as floc den-
sity has been reported to be an important factor driving floc 
settling [5].

The floc size and settling velocity of ballasted flocs did 
not show any trend; thus, the empirical relationship between 
floc size and settling velocity could not be used to predict 

Table 2
ANOVA for modified models’ comparison with determined density

Model R2 value Coefficient of 
variation

Root mean square 
of error (RMSE)

F-value P-value

Modified McCave model 0.66 0.61 0.11 1.45 1.3E-8
Modified Tambo & Watanabe model 0.84 0.31 0.06 1.44 4.9E-6
Modified Hawley model 0.77 0.07 0.01 1.94 5.6E-15
Modified Lau & Krishnappan model 0.87 0.27 0.04 1.77 9.7E-12

*The population means are significantly different (reported by OriginPro 2016).

Table 3
Pearson’s correlation test of model predictions with determined floc density

Model Pearson correlation factor Significance (2 tailed)

Modified McCave model 0.535 5.5E-137
Modified Tambo and Watanabe model 0.547 6.28E-144
Modified Hawley model 0.540 7.44E-140
Modified Lau and Krishnappan model 0.549 3.87E-145

*Correlation is significant at 0.01 level (2 tailed) (reported by SPSS program).
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floc settling velocity. From this observation, it can be con-
cluded that predicting floc settling velocity as a sole function 
of floc size for ballasted flocs is difficult because this type 
of flocs shows faster settling velocity trend attributed to the 
induced high-density ballast particles in addition to their 
compactness. Consequently, the modified velocity models 
that predict floc velocity as linear or power functions of floc 
size failed to predict the floc settling velocity for ballasted 
flocs. Therefore, the relationship of floc settling velocity with 
floc size and floc density in combination can provide more 
accurate predictions for ballasted flocs because floc size has 
a strong empirical relationship with effective floc density. 
Furthermore, effective floc density is directly proportional to 
floc settling velocity.

3.5. Proposed model approach

Most researchers developed floc settling velocity models 
based on Stokes’ law which supports the calculation of floc 
settling velocity as a function of floc size, floc density, and 
drag coefficient [Eq. (1)]. Keeping the assumption of floc 
sphericity, Stokes’ law was applied to the modified model 
of Lau and Krishnappan to determine settling velocity for 
ballasted flocs. The drag coefficient value was computed 
using the normal distribution peak value of Reynolds num-
ber (2.98). The determined floc settling velocity based on 
this approach was compared with experimental floc settling 
velocity. The results revealed that floc settling velocity can 
be accurately determined using Stokes’ law with the mod-
ified model of Lau and Krishnappan, as clearly depicted 

in Fig. 7(a). The Weibull distribution curve comparison 
revealed a strong correlation between predictions of this 
combined model and experimental velocity, as shown in 
Fig. 7(b).

The ANOVA results for the combined model and exper-
imental values also showed considerably significant correla-
tion among data sets, with a high R2 value of 75%, satisfying 
the test significance level, and lower RMSE and coefficient of 
variation. The box charts representing the prediction range 
of the combined model and experimental values also closely 
matched, as shown in Fig. 7(c). The Pearson’s correlation test 
also showed as significant correlation (successful significance 
(2 tailed) under the benchmarked test significance level) 
between model predictions using this approach and exper-
imental values with high Pearson’s coefficient value of 0.799, 
as shown in Table S5 in supplementary materials.

4. Conclusions

The applicability of existing models to estimate floc 
settling velocity was examined for ballasted flocs, and the 
results showed that the models underestimated the floc set-
tling velocity because the associated parameters were not 
obtained from the flocs of BF. These models were modified 
based on experimental observations using image analysis for 
improving their prediction of ballasted flocs. A modified den-
sity model of Lau and Krishnappan was found to be the most 
appropriate for predicting the individual floc density. Model 
predictions were found to strongly agree with experimen-
tal results through ANOVA, and a satisfactory correlation 
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Fig. 6. Model velocity prediction simulation with experimental settling velocity; (a) existing models, (b) modified models, and 
(c) comparison of Weibull distribution curves of experimental velocity with modified models.
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was found through Pearson’s correlation tests. The modified 
velocity models could predict the velocity partially in agree-
ment with experimental values, but they could not predict 
velocity variations. Experimental results revealed that set-
tling velocity in BF can be predicted accurately by consid-
ering both floc density and floc size. Thus, Stokes’ velocity 
model in combination with the modified density model of 
Lau and Krishnappan was proposed as best settling velocity 
model for BF. This modified velocity model showed signifi-
cant agreement with experimental velocity observations. In 
ANOVA and Pearson’s correlation test, this modified model 
provided predictions that matched with 75% of experimental 
observations, and thus, it can be effectively used for predict-
ing settling velocity for ballasted flocs.

Symbols

Vf — Floc settling velocity
ρf — Floc density
ρw — Density of water at room temperature
ρf – ρw — Effective floc density
Df — Floc diameter
ρs — Parent particle density (kaolin)
ρs – ρw — Effective parent particle density
ds — Diameter of parent particles in suspension
Re — Reynolds number
Cd — Drag Coefficient
Ap — Projected area of floc
g — Gravitational force
μ — Viscosity of water
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Supplementary Information

Table S1
Characteristics of ballast materials

Sr. No. Ballast (a) (b) (c) (d)

(1) Particle size (μm) 25 33 33 64
(2) Zeta potential (mV) −35.3 −37.8 +31.6 −44.3
(3) Specific gravity 2.9 5.1 5.09 4.8
(4) Formula Fe3O4/SiO2 Fe3O4/COOH Fe3O4/NH2 Fe3O4/SiO2

Table S2
Jar test experimental conditions for formation of ballast-aided flocs

Parameters Conditions

Raw water Kaolin 200 mg/L (190 NTU, 170 SS mg/L)
pH 8
Temperature 20°C
Ballast dose (mg/L) 100~5,000 mg/L
Coagulant PAC (10%), 30 mg/L
Rapid mixing 110 rpm (G-160/s), 3 min
Slow mixing 60 rpm (G-65/s), 15 min
Settling 15 min

Table S3
Input velocity and density model equations in origin program for computing values for variables

Sr. No. Velocity model equations Density model equations

(1) V A BDf f= + ρ ρf w

f

k

a

D
− =









1

(2) V ADf f
c= ρ ρ ρ ρf w s w

f

s

a
D
d

− = −( )










(3) V ADf f
c= * ρ ρf w f

cD− =

(4) – ρ ρ ρ ρf w s w f
cAD− = −( ) ( )exp

*Eq. (3) is same as Eq. (2) but its regression is done using floc size in meters and settling velocity in meter per second.

Table S4
Drag coefficient as a function of flow condition (Gregory, Zabel, & Edzwald, 1999)

Reynolds number (Re) Type of flow Drag coefficient (Cd)

10–4 ≤ Re < 1 Laminar C
Rd
e

=
24

1 ≤ Re < 1,000 Transitional C
R Rd
e e

= + +
24 3 0 340 5. .

1,000 ≤ Re < 2 × 105 Turbulent ≈ 0.44
>2 × 105 Turbulent ≈ 0.1
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Table S5
Pearson’s correlation test of model predictions with effective floc density

Modified model Pearson correlation factor Significance (2 tailed)

Lau and Krishnappan model density-induced Stokes’ law model 0.799 1.58E-207

*Correlation is significant at the 0.01 level (2 tailed).

 

(a) (b) (c) (d) 

Fig. S1. SEM images; (a) 25 μm ballast, (b) 33 μm ballast negative surface charge, (c) 33 μm ballast positive surface charge, and 
(d) 64 μm ballast.

 

  

Fig. S2. Jar test apparatus.

 
Fig. S3. Vertical column image analyzer.

 

 

Fig. S4. CCD camera and light.
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(a) (b)

(c)(d)

Fig. S5. Image analysis process: (a) recording floc settling using StreamPix, (b) floc frame transporting to image-J public domain 
software, (c) noise dis-pickle tool application to remove background blur flocs, and (d) threshold tool application to reveal floc 
boundaries.

 

(1) The camera and light are adjusted around the column 
of image analyzer opposite and vertically aligned to each 
other with camera covering the known area of column

(2) Floc settling is carried out in column of vertical 

column image analyzer

(3) Floc settling through the column is recorded using 

CCD Camera and streampix Software program   

(4) The recorded flocs settling velocities are determined
using the settling time of software for a particular floc
passing through a known column height under camera
observation

(5) Selected floc frames are converted to image files and 
area of the floc is calculated by the area of the pixel unit 
(Use Image J program)

(6) The actual size is calculated using the magnification 

and the pixel size per unit area

Fig. S6. Image analysis process flow chart.
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(a)

(b)

(c)

(d) (e)

(g)

(f)

Fig. S7. Model modification process using origin software program: (a) selecting nonlinear curve fit in fitting tool of analysis wizard, 
(b) selecting user-defined model tab and equation tab, (c) defining independent and dependent variables and parameters (constants), 
(d) input model equation and testing workability of equation function by quick test tool, (e) previewing model curve and experi-
mental/deterministic data, (f) simulating model curve by fitting tool with experimental/deterministic data, and (g) getting values for 
constant parameters at successful fit status and observing model line simulation with data and probability residual plots.


	_Hlk501361048
	_Hlk501361108
	_Hlk508820631
	_Hlk508820503
	_Hlk501361154
	_Hlk501361174
	_Hlk501361409
	_Hlk501361197
	_Hlk501551805
	_Hlk501361223
	_Hlk501361241
	_Hlk501361258
	_Hlk501361278
	_Hlk508806547
	_Hlk508806607
	_Hlk508806625
	_Hlk501361297

