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a b s t r a c t
Wastewater membrane permeation analysis in environmental pollution is of great significance 
because water pollution information contains rich semantics. Traditional algorithms based on one 
or several features of environmental pollution related factors are common ways of wastewater 
membrane permeation but with unsatisfied performance and disadvantages in complex environ-
mental pollution. Algorithms based on deep machine learning seems better in analyzing wastewater 
membrane permeation with the cost of a great deal of calculation and training samples but shows 
unsatisfactory and disadvantaged at the case of small sample field. In this paper, a novel algorithm 
using multiple feature fusion of geometric features and high-level ones of environmental pollution 
factors based on support vector machine (SVM) with multi-kernel functions is proposed. By using 
multiple feature fusion, pollution factors can be detected more effectively in complex scenes. Multi-
kernel functions may avoid the limitations of single kernel function, which can improve the per-
formance of the algorithm. Known as a statistical learning theory, SVM is suitable for small sample 
space classification. Experimental results showed that, the proposed algorithm performs well in 
small sample field and also has good generalization ability.

Keywords: �Environment pollution; Feature fusion; Membrane permeation; Water pollution; Support 
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1. Introduction

Text in images usually contains rich semantemes so 
that scene text detection and recognition is of great signif-
icance, which makes it being widely studied and applied in 
the field of pattern recognition such as vehicle license plate 
location and recognition, text and video detection based 
on content, automatic recognition system of notes record, 
web page filtering system, and so on. Text detection is the 
key problem of text recognition with different difficulties 
in various scenes. In general, text detection in documents 
is easier than the  videos and game scenes for reasons of 
less influence of the illumination variance and noises of 
background. Text detection in natural scenes is the most dif-
ficult because of the factors such as noises of background, 

illumination variance, title angles of objects, and shadowed 
part of objects and so on so that there is no satisfied way 
of text detection in natural scenes. This proposed algorithm 
focuses on text detection in videos and game scenes [1].

There are two common kinds of algorithms of text 
detection: algorithms based on geometric features and those 
based on machine learning. The former detects text with the 
geometric features of characters but shows weak robust-
ness while the later does by a classifier trained with huge 
number of samples which shows stronger robustness but 
much more workload of calculations than that of the former. 
Algorithm proposed in this paper extracts the geometric 
features and high-level features such as features of extremal 
regions (ER) and histogram of oriented gradient (HOG), 
trains the classifier with the feature vectors composed of the 
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extracted features above. In consideration of limited learning 
samples, support vector machine (SVM) classifier is applied 
in text detection. Experimental results showed the proposed 
algorithm performs well in small sample field and also has 
good generalization ability.

2. Extraction of the character features

General ways to set up feature vectors follow two prin-
ciples: sigma completeness and independence. Sigma com-
pleteness ensures the features can describe the characteristics 
of different types of the research objects while independence 
means the features are independent of each other.

But in fact, it is very difficult to find out and define satis-
fied features to set up such feature vectors. In this paper, we 
commend the geometry parameters, ER parameters and the 
HOG parameters of text region as text features. Each feature 
can be regarded as a description of text region from a certain 
point of view so that the features can be fused [2] to remedy 
the defects of single feature.

As noted previously, because of the uncertainty of opti-
mum features, features have different performances in text 
detection, which means it is inappropriate to combine these 
empirical features into a feature vector. Methods of text 
detection based on simple fusion of features are not only 
complicated but also unsatisfactory. In this paper, we first 
extract geometric features and high-level ones of text regions 
and then give them different weights so that the method may 
perform well.

2.1. Geometric features of text regions

It is approved that the character of the stroke width is 
the inherent property of the text which does not depend on 
particular language. Stroke width is the most common fea-
ture, which means most text regions can be detected with it. 
At first, images are transformed using stroke width trans-
form [3], pixels with stroke width of less than three are con-
nected into a connected domain according to the consistency 
of stroke width. In view of the fact that the stroke width of 
background is not as good as that of text regions, the ratio of 
the maximum and minimum values of stroke width is taken 
as criterion of the text regions in order to avoid the possi-
ble approximation between text regions and background. 
In this paper, areas that Wmax/Wmin is in range of 0.5 to 2.0 
are treated as text candidate regions. Further aspect ratio 
(wc/hc) of text candidate regions is used to filter out non-text 
regions. In this paper, the aspect ratio ranges from 0.3 to 3, 
which may be invalid for some specific characters such as 
“i” and Chinese character one that will be detected as text 
regions by the latter two features given in the algorithm as 
below.

2.2. ER and characteristics of ER

Neumann delivered the concept of ER [2]: pixels values 
of outer boundary are strictly greater than those inside the 
regions.

∀ ∈ ∈∂ ( ) > ≥ ( )p R q R C q C p, : θ 	 (1)

where θ is the threshold of ER, ∂R is the outer boundary of 
the region grouped with pixels which borders on the region 
(R) but does not belong to R.

∂ = ∈ ∃ ∈{ }R p D R q R pAq| : : 	 (2)

pAq means that p is adjacent to q.
ER (r) in condition of the threshold (θ) means the 

intersection which consists pixels of ER and those with 
values of θ in condition of the threshold.

r u R p D C p= ∈( ) ∈ ( ) =( )−  θ θ1 : 	 (3)

After comparing with RGB space and HIS space with 
an intensity gradient (∇), Neumann pointed out the inten-
sity gradient was approximated by the maximum value of 
intensity difference of adjacent pixels in I space.

C p C p C qq D pAq I I∇ ∈( ) = ( ) − ( ){ }max : 	 (4)

In order to get a fast classification of ER, descriptor of 
the region is calculated as shown below.

∅( ) = ⊕∅( )( )⊕ ∅( )( )r u p 	 (5)

∅(r) isthe descriptor of r, ∅(p) is the initialization func-
tion of calculating the descriptor of the given pixel (p). The 
descriptors of ER will be calculated with the increase of 
the threshold (θ) ranged from 0 to 255.

There are three main features of text ER: length of ER, 
Euler number of ER and number of horizontal crossing 
points of ER.

Length of ER means the change of the regional perim-
eter through the initialization function with the updated 
threshold.

∅ = − ∧ ( ) ≤ ( ){ }( ) :p q qAp c q c p4 2 	 (6)

Euler number of ER means the difference between the 
number of connected domains and holes. Euler number 
is the topological feature of two-value images and may be 
calculated with 2 × 2 templates as shown below.
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Q1, Q2 and Q3 represent exterior angle point, interior angle 
point and intersection. Euler number of ER is calculated by 
the following formula:

φ p N N NQ Q Q( ) = − +( )1
4

2
1 2 3

∆ ∆ ∆ 	 (8)
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∆ ∆ ∆N N NQ Q Q1 2 3
, ,  Represent the change of number of 

points of ER which are defined as above.
The number of intersection of ER means the number of 

jump of the pixels belonged to r or not on the horizontal 
scan line in ER, which is shown in Fig. 1.

2.3. High-level HOG features

HOG is a very effective description of text regions be
cause of the significant edge characteristics of text characters. 
The HOG features can be obtained in each candidate text 
regions. In view of facilitating the calculation, the candidate 
regions can be normalized as 16 × 16 and divided into blocks 
of 4  ×  4 and then the gradient information of each block 
can be obtained as its feature by histogram statistics.

2.4. Normalization and principal component analysis of 
candidate text regions

As mentioned earlier, six kinds of different feature have 
been extracted which will be merged into a feature vector 
xi (i  =  1,2,3,4,5,6). The normalized feature vector is shown 
below by calculating mean (μi) and variance (σi) of each 
kind of feature vector.

x
x

i
i i

i

* =
− µ
σ

	 (9)

After normalization, the mean and variance of the updated 
feature vector is unified into 0 and 1. Considering the fact 
that the dimensions of features are different from each other 
especially the high dimensions of ER, which will be difficult 
in feature fusion and classification with SVM, principal com-
ponent analysis will be used to reduce the high-dimension 
of the feature vector.

3. Support vector machine

3.1. Support vector machine (SVM)

SVM is known as, one statistical learning theory (SLT) [4] 
which is widely applied in fields of classification, function 
fitting [5–7], pattern recognition and so on [8–13]. Therefore 
a lot of researches of SVM have been conducted in recent 
years [10,14–18].

SVM is a method based on SLT, which is different from 
the traditional learning methods using the empirical risk 

minimization criterion that minimizes the error on the 
training data but shows poor generalization ability. Vapnik 
proposed criterion of structural risk minimization [19,20], 
which can improved the generalization ability of classifier 
by minimizing the upper bound of risk. SVM classifies the 
samples into different types through optimal hyperplane 
constructed in samples space which ensures samples of 
different type can be classified and the distance between 
the hyperplane and the different types of samples achieves 
maximum [21,22]. The basic idea of SVM is  shown in Fig. 2.

Solid and hollow points represent two kinds of samples, 
H is the classification line and H1 and H2 are the closest par-
allel line to H in different sample space consists of samples 
of different type. Distance of H1 and H2 is regarded as the 
margin of classification, the optimal classification line is the 
line which can classify the samples and ensure the maximum 
of the margin. Red points on line H1 and H2 are called support 
vectors (SV). Classification methods based on neural net-
works get the split plane that is often very near to the training 
samples, which shows the disadvantage of neural networks 
in small sample space classification compared with SVM. 
x y x y x R yi i i

n
i1 1 1 1, , , , , , ,( ) ( ) ∈ ∈ − +{ }  are the sample points 

in Fig. 2, and the optimal hyperplane was shown below:

w x b⋅ + = 0 	 (10)

“w x b⋅ + = 0” is the calculation of inner product, split plane is 
constructed as below:
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so that we can know:

y w x bi i[ ]⋅ + ≥ 1 	 (12)

Then the minimum distance from the training samples to 
the given split plane will be calculated:
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To solve the optimal split plane means the fitness of for-

mula 9 and the maximum of the minimum distance 
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which can be described as below:

 

Fig. 1. Number of intersections of ER.
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Fig. 2. Optimal classification line of linear separable case.
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The input space can be mapped to another feature space 
of higher dimensions through some pre-selected nonlinear 
mapping when the training samples are not linearly sep-
arable so that the optimal split plane will be achieved in 
classifying samples of higher dimensions. The classification 
functions of SVM are the linear combination of nonlinear 
functions with SV as parameters in the samples data set. 
Since the classification functions relate to the number of SV 
but not the spatial dimensions, the changes of spatial dimen-
sions and computation will be considerable when different 
mapping is applied. SVM solves the problem through some 
defined kernel functions. The inner product operation in 
SVM is defined as follows:

K x x k x k x a x xi j i j k k i k j,( ) = ( ) ⋅ ( ) = ( ) ( )∑ ψ ψ 	 (15)

K(xi,  xj)  is the kernel function representing the features 
of mapping. Computation of k(x) can be avoid at the case of 
certainty of K(xi, xj) so that the computation does not relate 
to the spatial dimensions.

SVM can also treat multi-value classification through 
combination [23,24]. Common way of SVM to solve multi-
value classifications is the following:

3.1.1. One against the rest method

Classifiers of SVM with number n are constructed and 
each classifier of them can divide the data into two catego-
ries. The classifiers will be trained by the test data and the 
discriminant values of each classification function will be 
computed out. The data is regarded as the category that the 
discriminant value is bigger than the others, which means 
the categories of test data will be determined by the dis-
criminant value. It is possible that some data can be divided 
into several categories with the method and data have to 
be mapped to spatial of higher dimensions with cost of 
efficiency.

3.1.2. One against one method

Classifiers of SVM with number n n( )− 1
2

 are constructed 

to achieve the two-class classification in the data set of 
n-class. Every two classifiers compete with each other and 
the loser will be rejected. The final winner is the classifier 
which determines the category of data. There may be data 
which cannot be divided into any category with the method.

3.1.3. Method of M-ary

Classifiers with number of log2n are constructed through 
method of M-ary proposed by Sebald [35]. Categories 
are combined into several new ones so that classification 
of multi-class will be translated into that of two-class with 
the decrease of training and testing and increase of efficiency. 
For example, test data belongs to four categories: {1, 2, 3, 4},  

log24  =  2 classifiers will be constructed according to the 
method. Data of category 1 and 3 will be marked as positive 
while that of category 2 and 4 as negative for the first clas-
sifier; Data of category 1 and 2 will be marked as positive 
while that of category 3 and 4 as negative for the second 
classifier; finally test data will be classified with the two clas-
sifiers. If the result of a data on the two classifiers is 1 and 
–1, according to the analysis above the data belongs to not 
only category of 1 and 3 but also category of 3 and 4, thus 
the data should be classified into category 3.

3.2. Method of SVM based on multi-kernel functions

In this paper, totally six features of text regions are 
extracted and each feature can be regarded as the description 
from aspect of the characteristics of text regions. Considering 
the limitations of features, Zheng et al. [2] proved future 
fusion is more effective than single feature. Connecting 
the features in series forming a feature vector will lead to 
the losses of the features and the dimensions of features so 
the method of SVM based on multi-kernel functions [26–28] 
is adopted in this paper. We use different kernel functions 
[29–31] for different features and choose the best combination 
of kernel functions by training the weight of them. Method 
of SVM based on multi-kernel functions can be described as 
below:
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Kk(xi, x) is the kernel function of number K, βk is the weight 
of the kernel function, the objective function of the classifier 
is shown as below:
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Since every kernel function has its own advantages and 
disadvantages, each kernel function shows different perfor-
mance and characteristic so that the performances of SVM are 
different. Common kernel functions marked as K1, K2, such as 
radial kernel function, linear kernel function, sigmod kernel 
function, and polynomial kernel function and so on are the 
usual ones applied in SVM methods based on multi-kernel 
functions. Methods based on different kernel functions shows 
the differences of generalization ability [32,33]. For example, 
radial kernel function shows locality, that is, the points close 
to each other have influence on the kernel function while 
those far away from the training data do not. Because of the 
differences of Riemann metric, the distance measurement 
and angle measurement in different kernel functions, SVM 
based on different kernel functions shows different study 
and generalization ability. Research [34] shows the sample 
data in the input space can be regarded as the physical par-
ticles acting on the whole data set, thus the kernel functions 
can be chosen to classify the data more effectively according 
to the measurement of them.

By testing the kernel functions on the text detection 
with features mentioned above, we finally have chosen 
radial kernel function for geometric features, sigmod kernel 
function for local region characters and polynomial kernel 
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function for HOG features, which ensure the locality and 
good generalization ability. Weights of the kernel functions 
for the six features are shown in the Table 1 as below.

4. Results and analysis

In this experiment, we picked up one thousand images 
as the training samples from our own database, got ten 
thousand images of text character regions as the posi-
tive samples by clipping and normalized them to size of 
45 × 45. In this same way, we got eight thousand images of 
non-character regions as the negative samples, which are 
shown in Fig. 3.

After being trained on the database built above, the  
algorithm is tested on database of ICDAR2003 and MSRA- 
TD500. The results are shown in Table 2:

Another compared experiment was made with algo-
rithms of SVM based on single-kernel function and multi-
kernel function (results shown in Fig. 4). Algorithm of 
SVM based on multi-kernel function shows better accuracy 
with the increase of iterations because kernel functions 
represent a mapping from low dimensional space to high 
dimensional space and multi-kernel functions are even in 
data learning but better in generalization ability compared 
with single-kernel functions. It should be noted that defined 
features based on experience may contains some implicit 
relevance and the kernel functions may have similarities 
[31,35–43]. In view of the above-mentioned facts, the over-
all performance of SVM based on multi-kernel functions changes little, which shows the limitations of the features 

based on experience.

5. Conclusion

In this paper, a text detection algorithm based on SVM 
with multi-kernel functions SVM is proposed. Compared 
with the traditional text detection algorithms based on single 
or a few features, the proposed algorithm makes full use of 
various geometric and high-level features of text regions and 
fuses the features together into one feature vector. Different 
features correspond to these different kernel functions. By 
using multi-kernel functions SVM avoids the loss of differ-
ence of the importance of features.

Finally, the proposed algorithm shows satisfied classifica-
tions through multi-kernel functions. The experiment results 
have shown the good performance in both speed and accu-
racy. Although the limitations of artificial selection of kernel 
functions are inevitable and the performance of SVM will 
be affected by kernel functions, the proposed algorithm of 
SVM still performs well in training and studying, especially 
in small-sample space. But in large-sample space, algorithms 
based on machine learning represent the development trend 
of the future.
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Fig. 3. Database of positive and negative samples.

Table 1
Weights of kernel functions

Number of 
features

Features’ id Weights of 
kernel functions

1 Aspect ratio of characters 0.1597
2 Uniformity of stroke width 0.1903
3 Length of ER 0.1237
4 Euler number of ER 0.1460
5 Intersection number 0.1355
6 HOG features 0.2448

Table 2
Test results on different database

Database Time(s) Recall Precision F

ICDAR2003 0.083 67.5 77.1 65.3
MSRA-TD500 0.080 69.5 80.4 67.7

 
Fig. 4. Compared test between single-kernel SVM and multi- 
kernel SVM.
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