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a b s t r a c t
The shortage of water resources has always been one of the difficult problems that plagued world 
economic development and social stability. The imbalance and uneven distribution of water resources 
between regions exacerbate this contradiction. Therefore, the optimal economical and reasonable 
water resource design method has become the hope for solving the problem of water resource short-
age. As a classic resource allocation and scheduling problem, the rural postman problem has been 
widely used in practice. The problem includes finding the minimum cost tour after traversing all 
edges in the required edge subset at least once in an undirected graph, but so far, there is no effec-
tive algorithm to solve this problem. Based on bio-heuristic computing model and deoxyribonucleic 
acid (DNA) molecular operations, a parallel bio-computing algorithm for rural postman problem 
is proposed in the paper. We use a DNA algorithm to solve the rural postman problem with n ver-
tices in O(n2) time complexity. Then, we prove the feasibility of the algorithm in theory and verify 
the authenticity of the algorithm in the simulation experiment. Compared with previous algorithms, 
DNA computing algorithm not only has higher computational efficiency and lower error rate but 
also has huge storage capacity and parallel computing ability, which makes the algorithm has better 
applicability in dealing with large-scale problems.

Keywords:  Water resources dispatching; Rural postman problem; Adleman–Lipton model; Bio-inspired 
algorithm

1. Introduction

As one of the indispensable key resources for human 
survival and economic development, water plays an ines-
timable role in promoting social progress. However, not 
only the spatial distribution of global water resources is 
uneven, but also the annual precipitation also varies widely. 
In addition, the lack of water resources protection measures 
and the impact of human social activities directly lead to a 
shortage of water resources and uneven distribution in some 

areas. With the increase of urban population and economic 
development, the demand for water resources is increasing 
year by year, but the available water resources are decreas-
ing, and the contradiction between supply and demand of 
urban water resources is becoming more and more serious. 
At present, as a densely populated area, water shortages 
in large cities are an important problem restricting urban 
development. Actively seeking available water resources 
and making full use of any form of water resources is the 
only way to reduce the pressure on cities to use water. 
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How to more economically and rationally allocate and dis-
tribute water resources in limited areas in the urban agglom-
eration network has become one of the urgent issues for 
urban development.

Now, about 1.4 billion people in the world lack safe 
and clean drinking water. It is estimated that about 2.3 bil-
lion people in the world will face water shortage by 2025. 
Therefore, water will become one of the bottlenecks restrict-
ing social and global economic development. Due to the 
shortage of water resources and the rapid deterioration of 
the ecological environment, the efficient allocation algo-
rithm of water resources has great application value. Some 
scholars have proposed new algorithms to solve the prob-
lem of resource allocation. Davijani et al. [1] used the particle 
swarm optimization (PSO) algorithm to solve the allocation 
of water resources based on the maximization of employ-
ment in the agriculture and industry sectors, and achieved 
distinct effects. Yu and Lu [2] presented an innovative 
comprehensive PPMGWO model for optimal allocation of 
cross-border river basin water resources. Their results show 
that the amount of water that can be distributed among all 
control measures shows an overall trend, and that water 
resources will be used reasonably and rationally in the 
future. How to alleviate the crisis and realize the sustainable 
utilization of water resources by improving the efficiency 
of water resources utilization is an urgent issue in front of 
the academic interface. Therefore, it is necessary to quan-
titatively model actual problems and solve them through 
efficient calculation algorithms to achieve optimal allocation 
and sustainable use of regional water resources.

In this paper, we will use an efficient computing algo-
rithm to solve a classical problem of optimal allocation of 
water resources - rural postal problem (RPP). As an arc 
routing problem, the rural postman problem is to find a 
minimum cost tour of a specified arc set in a graph G = (V,E), 
with the particularity that only a subset ER (ER ⊆ E) of arcs is 
required to be passed at least once. Because of its wide appli-
cation in logistics, transportation, wireless network, and 
parallel computing, this problem is particularly important. 
It can be applied to the selection of water sources, the distri-
bution of pipeline paths, the design of water flow, and so on.

The RPP was originally proposed by Orloff [3]. Due to 
its wide application, RPP has recently attracted consider-
able attention from some researchers [4–8]. In the past half- 
century, more and more heuristic methods were proposed 
to solve the RPP. It includes the following algorithms: exact 
methods [5–7], heuristic methods [8,9] and metaheuristics 
[10–12]. Córdoba et al. [6] proposed heuristic algorithms to 
solve the RPP based on Monte Carlo methods. The basis of 
the idea is to simulate a vehicle traveling randomly over a 
graph. Ghiani and Laporte [7] studied the properties of poly-
hedron and proposed a branch cutting algorithm to solve the 
problem. The algorithm can solve the optimization problem 
in medium solution time, involving up to 350 randomly gen-
erated vertices. Later, he used a constructive heuristic algo-
rithm for the problem and achieved better results compared 
with the classical Frederickson procedure [8]. Archetti et al. 
[11] used a re-optimization algorithm to remove edges from 
the optimal RPP patrol to ensure that the tightness ratio is 
equal to 3/2. Computational tests are carried out on these 
algorithms and Fredericks algorithm, and the performance 

of these algorithms and Fredericks algorithm running from 
scratch is compared. However, in the parallel computing sys-
tem, the rural postman problem is a typical non-deterministic 
polynomial (NP) problem [12], which is considered to be one 
of the most challenging problems. With the enlargement of 
the scale of the problem and the explosion of data volume, it 
is even impossible if limited computing time is needed.

The RPP can be simply defined as follows: given an 
undirected graph G = (V,E,ER) with V representing the set of 
nodes, E representing the set of edges, cij is the cost of travers-
ing edge eij (eij ∈ E), and ER ⊆ E representing the set of edges 
that must be traversed. Then, the RPP is to find a postman 
tour with the lowest total cost, which starts with a depot, 
traverses each edge of the ER at least once, and then returns 
to the original depot. The solution to the problem has the 
following limitations:

(1) Every edge in the ER is traversed at least once;
(2) The route is continuous and closed;
(3) The route starts and ends at the same appointed vertex 

(depot);
(4) Sum of edge weights (cost) in a route is the minimum.

For example, a graph G = (V,E,ER), |V| = 6, |E| = 12 in 
Fig. 1 is such a problem, and we set vertex (depot) v1 as 
the departure and termination one, ER = {e12,e25,e34,e56}. After 
logical calculations, the optimal route of transportation is 
shown in Table 1.

This paper presents a parallel deoxyribonucleic acid 
(DNA) algorithm based on Adelman–Lipton model to solve 
the rural postman problem with O(n2) time complexity.

The organizational structure of this paper is as follows. 
Section 2 introduces the basic knowledge of the Adelman–
Lipton model. In section 3, DNA parallel algorithms are 
proposed to solve the rural postman problem. Section 4 
analyses the feasibility and computational complexity of the 
proposed DNA algorithms, and section 5 gives the simula-
tion results of DNA computing. We conclude in section 6.

2. DNA computing and Adleman–Lipton model

Feynman published a visionary report describing the 
possibility of building microcomputers [13]. After half a 

 
Fig. 1. Edge-weighted graph G with six vertices and 12 edges.
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century, computer miniaturization has made remarkable 
progress, but his goal is still far. Due to the limitations of 
computer hardware development, traditional algorithms 
based on silicon computing are difficult to solve some 
com plex NP-hard problems. In view of this situation, some 
efficient parallel intelligent algorithms have been proposed. 
Adleman [14] firstly stated and proved that DNA comput-
ing could be used to solve the directed Hamiltonian path 
problem, which is one of the well-known NP problems. 
Lipton [15] showed that Adelman’s experiment can solve 
the satisfactoriness problem, which is another important NP 
problem. Biocomputing has been recognized by research-
ers for its high parallel efficiency, large storage capacity, 
and low energy consumption. Researchers have established 
some typical biocomputing models, such as Adleman–
Lipton model [14,15], self-assembly model [16], restriction 
endonuclease model [17], sticker model [18], surface model 
[19] and hairpin model [20]. Based on these models, DNA 
programs and algorithms are designed to solve other NP 
problems [21–35].

Adleman–Lipton model [14,15] uses basic biological 
experiment operations to achieve the established objectives 
and uses them as the operational logic of the DNA algo-
rithms. The tools for biological experiments are a series of 
test tubes including some strings on the alphabet {A,C,G,T} in 
the Adleman–Lipton model. Following is a list of biological 
experiment operations on test tubes:

(1) Merge (T1,T2,…,Tn): the strands of test tubes T1,T2,…,Tn 
are mixed in tube T1, and the others are empty.

(2) Annealing (T): it can generate all possible double strands 
of tube T, and remain them in it through some biological 
operations, such as ligation and polymerase chain reac-
tion (PCR).

(3) Denaturation (T): it can separate all the double strands 
in the test tube T into corresponding single strands: 

 αβ
αβ

αβ αβ








 ⇒   


, .

(4) Separation (T1,X,T2): for a set of strings X and test tube T1, 
it moves biological strands containing X from test tube 
T1 to test tube T2 and retains the remaining biological 
strands in test T1.

(5) Discard (T): it removes the biological strands from the 
original test tube T and makes it empty.

(6) Copy (T1,T2,…,Tn): given a test tube T1, it can replicate the 
biological strands in test tube T1 to test tube T2,…,Tn.

(7) Sort (T1,T2,T3): given a test tube T1, it moves the shortest 
biological strands in test tube T1 to test tube T2, the lon-
gest biological strands to test tube T3, and the rest are still 
in test tube T1.

(8) Read (T): given a test tube T, it recognizes the composition 
of biological strands in tube T.

Although DNA computing is different from computer 
computing, its principles and ideas are the same. Since all 
the above operations can be performed by a constant bio-
logical step in the laboratory, it is reasonable to assume that 
the complexity of each operation is O(1) [22].

3. DNA computing and Adleman–Lipton model

3.1. Preliminary conception

The basic framework to solve the rural postman problem 
is as follows: generate various biological chains to represent 
continuous paths starting and ending from specified verti-
ces, make sure that the routes pass through all established 
sides at least once, select the shortest routing represented by 
the biological strands as the optimal solution of the problem. 
Specifically, the algorithm is implemented in four steps to 
achieve corresponding purposes.

Step 1: the route is continuous from end to end;
Step 2: route begins and ends at a specified vertex;
Step 3: route through all designated edges at least once;
Step 4: in all feasible routes, the sum of weights of passing 

edges is the minimum.

3.2. Elemental information representation

In the paper, we use symbol Ai,Bi(i ∈ {1,2,…,n}) represents 
the information of vertex vi, BiwijAj (i,j ∈ {1,2,…,n}) for edge 
eij, and symbols Bi, Aj as the starting and ending signs of the 
edge eij. Meanwhile, to generate double chains of continuous 
paths, we also design complementary chains of vertices A Bi i  
(i ∈ {1,2,…,n}). Furthermore, to distinguish different path 
chains, we set the start and end symbols # of the path chain. 
For searching the optimal path chain, we reasonably set the 
chain length of each symbol as follows: ||BiwijAj|| = cij × t 
mer, cij is the weight of the edge eij; ||Ai|| = ||Bi|| = ||#|| = l 
mer, t and l are positive integers and their values are deter-
mined by the scale of the problem [33]; then ||wij|| = cij × t 
– 2l mer, we set wij consists of a series of certain nucleotides 
X, the number of which is equal to cij × t – 2l.

3.3. Algorithms for a general model

For a general rural postman problem having n vertices 
(v1,v2,…,vn), m edges (eij ∈ E) with weight wij, edge subset 
ER, respectively, ER ⊆ E. We use adjacency matrix to denote 
the connection relationship between different vertices, 
which aij = 1 means vertex vi links with vj and aij = 0 denotes 
connectionless:

M G a a
i j

ij ij( ) =   =


,
1
0

vertex is connected to vertex
otherwise

Taking Fig. 1, for example, the adjacency matrix for edge 
set E and ER are shown as follows:

M G1

0 1 1 1 0 0

1 0 1 1 1 0

1 1 0 1 1 1

1 1 1 0 1 1

0 1 1 1 0 1

0 0 1 1 1 0

( ) =
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M G2

0 1 0 0 0 0

1 0 0 0 1 0

0 0 0 1 0 0

0 0 1 0 0 0

0 1 0 0 0 1

0 0 0 0 1 0
























171A. Deng et al. / Desalination and Water Treatment 185 (2020) 168–174

3.3.1. Generate data pool

We firstly set

T1 = {#B1w1kAk, AiwijBj, Blwl1A1# |e1k, eij, el1 ∈ E}

T A B A B k nk k2 1 1 1 2= ={ }#,# , | , ,...,

T w e Eij ij3 = ∈{ },|

Algorithm 3.1: Generate various routings combination 
strands.

(1-1) Merge(T1,T2);

(1-2) Merge(T1,T3);

(1-3) Annealing(T1);

(1-4) Denaturation(T1).

3.3.2. Starting and ending vertex

Algorithm 3.2: Select the routings that start and end at the 
specified vertex.

(2-1) Separation(T1,{#A1},T4);

(2-2) Discard(T1);

(2-3) Separation(T4,{B1#},T5);

(2-4) Discard(T4).

3.3.3. Traversing specified edges

The feasible solutions of RPP require that all designated 
edges must be passed through. We need to check whether the 
various combinatorial path chains satisfy the condition.

Algorithm 3.3: Determine whether all specified edges 
have passed.

For i = 1 to i = n

For j = 1 to j = n

(3-1) If(bij = 1)

(3-2-1) Copy(T5,T6);

(3-2-2) Separation(T5,AiwijBj,T7);

(3-2-3) Separation(T6,AjwjiBi,T8);

(3-2-4) Merge(T7,T8);

(3-2-5) Discard(T5);

(3-2-6) Discard(T6);

Else

(3-3) Continue.

End for

End for

3.3.4. Finding the optimal routing

The shortest feasible solution path chains mean having 
the minimum edge weight sum. So, we have to judge and 
pick them out.

Algorithm 3.4: search solutions strands.

(4-1) Sort(T7,T9,T10);

(4-2) Read(T9).

Finally, we can get the exact solutions strands for the 
rural postman problem.

4. Feasibility and complexity of the DNA algorithms

The following theorems prove that our proposed algo-
rithms can solve the rural postman problem in a certain time 
complexity and space strands length range.

Theorem 1. The rural postman problem could be solved by 
using our designed DNA computing operations.

Proof. We use DNA chains to represent different vertices 
and edges information and generate various routing combi-
nations in the data reaction pool. Next, in the rural postman 
problem, every routing should start from the designated city 
and terminate in the same vertex. We set start and terminate 
the vertex v1, and select the corresponding DNA strands by 
selecting strands with symbols #B1 and A1# in Algorithm 
3.2. Since the postman is required to pass through all the 
designated edges at least once in the RPP, the path strands 
should contain all the symbols of the designated edges. In 
Algorithm 3.3, we select feasible strands passing through all 
specified edges.

The strands S1 after Algorithm 3.3 can be described: 
# ... ... # ,B w A B w A B w A B w A ii i i i i i i i i i i i pp p p p k k1 1 1 11 1 1 1 2 2 1 1

1 2
+ +

∈ ,,...,n{ }.
Besides, we initially set the chain length as ||AiwijBj|| = 

cij × t, ||#|| = t mer, and ||Ai|| = ||Bi|| = l mer (1 ≤ i ≤ n), so 
the length of DNA strands S1 is:

S B w A B w Ai i

c t

i i i i

c ti i i

1 1 1 1 1

1 1

1 1 2 2

1 2

= + + + + + +#
* *

� ���� ���� � ���� �����

� ���� ����

+ +

+ + + + +
+

+

...

...

*

B w A B w Ai i i i

c t

i i

c

p p p p

ipip

k k1

1

1 1

iik
t1 *

#
� ���� ����

+

    
= + × × + + × + + × +

+
t c c t c t c t ti i i i i ip p k1 11 1 2 1

... ...

    
= + + + + + +( )+
c c c c ti i i i i ip p k1 11 1 2 1

2... ...

    
∝ + + + + +( )+
c c c ci i i i i ip p k1 11 1 2 1

... ...

Therefore, the length of the strand in S1 is proportional 
to the sum of the edge weights of the routing which it rep-
resents. At the same time, in all possible routes, the solution 
of the rural postman problem has the minimum sum of edge 
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weights. In Algorithm 3.4, we can compare the length of the 
strands to obtain the optimal solution of the problem.

Theorem 2. The rural postman problem can be solved in 
O(n2) time complexity by using DNA computing.

Proof. Since the complexity of each biological opera-
tion is in O(1) time complexity [22,36–43], the operations 
of the total algorithm are completed within a limited time 
complexity. The total time complexity T of the DNA algo-
rithm is as follows:

T(Algorithm 3.1) = O(1);

T(Algorithm 3.2) = O(1);

T(Algorithm 3.3) = O(n2);

T(Algorithm 3.4) = O(1);

T = T(Algorithm 3.1) + T(Algorithm 3.2) + T(Algorithm 
3.3) + T(Algorithm 3.4)

= O(1)+ O(1)+ O(n2)+ O(1)

= O(n2)

In short, we can solve the rural postman problem in O(n2) 
time scale complexity.

5. DNA computing simulation experiment

The calculation of DNA depends on the operational 
accuracy of biochemical molecules, which will lead to errors 
in the application of biochemical reactions, which will accu-
mulate and expand in experiments. Therefore, the validity 
of sequence design is an important guarantee for the reli-
ability of DNA computing. To obtain better computational 
performance in hybrid reactions, we use the sequence design 
method in reference [44–46].

In this paper, a molecular computing tool, Biopython, is 
used as a development platform to generate DNA sequences 
suitable for laboratory algorithms. Braich’s program runs 
on Windows 10 using Intel CPU, 8GB main memory and 
Visual C++ compiler. The encoding program generates 
DNA sequences for solving RPP. When adding a new DNA 
sequence, it is necessary to determine whether the chain 
satisfies the restriction conditions. If the generated DNA 
sequence cannot pass any restrictions, the program will 
regenerate new other sequences. If these restrictions are met, 
DNA sequences can be accepted.

So taking the rural postman problem in Fig. 1 as a 
test example, the programs generate random sequences 
to form Ai, Bi, #, X represented in Table 2. We set t = 7 and 
||Ai|| = ||Bi|| = 3, due to ||AiwijBj|| = cij × t, so ||wij|| = cij × 7 
− ||Ai|| − ||Bi|| = 7cij − 6 and ||#|| = t = 7. Table 3 shows 
the DNA edge sequences generated by the Braich’s program. 

It can also be used to calculate the enthalpy, entropy and free 
energy of the binding of each probe to the corresponding 
region in the library chains, which is shown in Table 4.

The programs calculate the average and standard devia-
tions of enthalpy, entropy and free energy in all interactions. 
The energy level is described in Tables 5 and 6 gives the 
solution strands of the rural postman problem.

6. Conclusions

Based on Adelman–Lipton model, we use DNA algo-
rithms to solve the rural postman problem through biolog-
ical operations. Moreover, we simulated DNA experiments 
to solve the rural postmen problem. Compared with the 
previous algorithms, the algorithm has the following advan-
tages: firstly, because of the development of computer pro-
grams to generate good DNA sequences in the solution 
space of the rural postman problem, the hybrid error rate 
of the algorithm is actually lower. Secondly, in the proposed 
DNA algorithm, the computational complexity of element 
information and the length of DNA chain increase linearly 
with the scale of the actual problem for the rural postman 
problem, which can be completed in O(n2) time complex-
ity, faster than other previous algorithms, compared to 
O(n4) (n is number of vertices) [7], O(n3) [8], O(m+nlog(n)) 

Table 1
Optimal postman tours

Optimal route of transportation Weight sum
Tour 1 v1→v4→v3→v6→v5→v2→v1 13
Tour 2 v1→v2→v5→v6→v3→v4→v1 13

Table 2
Sequences chosen to represent Ai, Bi, # and X (i ∈ {1,2,…,6}) for 
the rural postman problem

Bit 3′–5′ DNA sequence Bit 3′–5′ DNA sequence

A1 TTC B1 CTG
A2 ACA B2 ATA
A3 TAT B3 GTC
A4 TAA B4 CGA
A5 ATC B5 TGC
A6 GCA B6 AGC
# TACCTTA X G

Table 3
Sequences chosen to represent the elements BiwijBj (eij ∈ E) for the 
rural postman problem

Edge 3′–5′ DNA sequence Edge 3′–5′ DNA sequence

B1w12A2 CTGGACA B1w13A3 CTGGGGTAT
B1w14A4 CTGGGTAA B2w21A1 ATAGTTC
B2w23A3 ATAGGTAT B2w24A4 ATAGGGTAA
B2w25A5 ATAGGGATC B3w31A1 GTCGGGTTC
B3w32A2 GTCGGACA B3w34A4 GTCGGGGTAA
B3w35A5 GTCGGATC B3w36A6 GTCGGCA
B4w41A1 CGAGGTTC B4w42A2 CGAGGGACA
B4w43A3 CGAGGGGTAT B4w45A5 CGAGGGATC
B4w46A6 CGAGGGGGCA B5w52A2 TGCGGGACA
B5w53A3 TGCGGTAT B5w54A4 TGCGGGTAA
B5w56A6 TGCGGGCA B6w63A3 AGCGTAT
B6w64A4 AGCGGGGTAA B6w65A5 AGCGGATC
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(m is number of edges) [11] and so on. In addition, this 
study has certain reference value and application meaning 
to comprehensive management and water resource alloca-
tion in some river basins. Simultaneously, the solution of the 
rural postman problem has practical application value to the 
scheduling and allocation of water resources in agricultural 

production and provides a strong calculation basis for the 
rational allocation of water resources in the future.

However, DNA computing does not have a perfect 
computing model at present, and there are still some short-
comings. There are mainly the following aspects: first, the 
current DNA computing model can only be used to solve 
specific problems, and there is no generality. Second, the 
operation of a DNA experiment is not easy to control, which 
will affect the accuracy of experimental results.

The proposed DNA algorithm can further solve the 
scalability problems, including windy rural postman prob-
lem, mixed rural postman problem, and mixed general 
routing problem. The results show that the DNA algorithm 
can solve large-scale instances with reasonable time com-
plexity. DNA computing, as a simple and effective new 
meta-heuristic algorithm, provides a method for further 
exploration.
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B3w32A2 111.2 279.2 26.1
B3w34A4 104.1 271.2 22.8
B3w35A5 111 283.1 26.3
B3w36A6 104.5 265.9 24.9
B4w41A1 105.6 276.6 23.5
B4w42A2 115.3 290.7 27.8
B4w43A3 103.1 266.5 23.3
B4w45A5 105.9 272.1 24.4
B4w46A6 113.3 281.6 26.5
B5w52A2 101.7 265.8 22.8
B5w53A3 99.1 253.5 23.3
B5w54A4 108.1 267.9 25.3
B5w56A6 96.5 240.5 23.1
B6w63A3 100.1 248.2 23.4
B6w64A4 118.3 297.2 26.4
B6w65A5 101.4 251.9 24.9

Table 5
Energies over all probe/library strand interactions

Enthalpy 
energy H

Entropy 
energy S

Free 
energy G

Average 105.821 269.621 24.608
Standard deviation 6.0061 15.7720 1.4304

Table 6
DNA sequences chosen to represent solutions to the rural post-
man problem in Fig. 1

3′–TACCTTACTGGGTAACGAGGGGTATGTCGGCAAGCG  
  GATCTGCGGGACAATAGTTCTACCTTA–5′

3′–TACCTTACTGGACAATAGGGATCTGCGGGCAAGCG  
  TATGTCGGGGTAACGAGGTTCTACCTTA–5′
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