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a b s t r a c t
Currently, the prediction of cyanobacterial blooms in rivers and lakes is mainly based on data obtained 
from on-site water quality monitoring, which cannot analyze the overall water area. Remote sens-
ing images can reflect spatiotemporal and spatial information of the overall water area. However, 
the existing methods cannot effectively predict the spatial and temporal distribution of overall 
water bloom by pixel-level prediction of remote sensing images, and the raw remote sensing images 
often have many problems that cannot be directly used for modeling. Therefore, the method of 
remote sensing image time series pre-processing is firstly proposed in this paper. Secondly, atten-
tional convolution long short-term memory network embedding to 3D U-Net’s Pix2Pix (ACL3D-
Pix2Pix) is proposed in this paper to achieve pixel-level prediction of remote sensing images. The 
model generator is a convolutional long short-term memory network (ConvLSTM) embedded into 
the 3D U-Net network. The attention mechanism is added to the ConvLSTM, the residual struc-
ture is added to the 3D U-Net network, and then the loss function of the overall model is updated 
to achieve pixel-level prediction of remote sensing images. On this basis, the spatial and temporal 
distribution prediction of cyanobacterial blooms based on remote sensing image analysis is real-
ized by adjusting the existing eutrophication grading criteria of cyanobacterial bloom water bod-
ies. Finally, the experimental results show that the method is effective in predicting cyanobacterial  
blooms.

Keywords:  Remote sensing image; Cyanobacterial bloom; Water eutrophication; Prediction; 
Pix2Pix model

1. Introduction

With the development of technology and society, the 
phenomenon of water eutrophication caused by water 
pollution is becoming more and more serious and has 
become a global environmental problem. Cyanobacterial 
bloom is a kind of water pollution phenomenon in the 

eutrophic state of water body, where algae proliferate and 
gather and make the water body appear blue-green after 
reaching a certain concentration [1]. Outbreaks of cyano-
bacterial blooms caused by eutrophication in water bodies 
can be extremely harmful to people’s daily lives [2,3], not 
only causing enormous environmental pollution, resulting 
in water shortages [4], but also affecting local economic 
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development, and it has been shown that economic devel-
opment and environmental level are closely related [5,6]. 
As cyanobacterial blooms are unexpected events, it is 
difficult to control and cost a great deal of human and 
material resources once they arise. As a result, if it is pos-
sible to predict the occurrence of cyanobacterial blooms 
in advance, the relevant departments can take appro-
priate emergency measures and make early decisions to 
achieve double the results with half the effort as well as 
prevent harm caused by blooms of cyanobacterial algae.

Currently, there are two main categories of methods for 
predicting cyanobacterial blooms: mechanism-driven meth-
ods and data-driven methods. Mechanism-driven models 
use differential or partial differential equations to describe 
the interactions of influencing factors, considering physical, 
chemical, and biological processes in aquatic ecosystems 
[7–10]. In spite of this, the mechanism-driven model does 
not generalize well due to the different algal growth pro-
cesses in different water bodies.

Based on the type of data used for modeling, data-driven 
prediction models can be classified into prediction mod-
els based on sensor numerical data and prediction models 
based on remote sensing image data. Sensor numerical data 
is obtained by setting a certain number of underwater mon-
itoring points evenly in a certain range of water, taking sam-
ples by hand, and bringing them back to the laboratory for 
testing. It is difficult to make an accurate judgment about 
the cyanobacteria bloom situation of the entire lake due 
to the cumbersome nature of this monitoring procedure, 
which is easily affected by weather conditions. Remote sens-
ing image data is obtained through satellite images, which 
have the characteristics of strong monitoring timeliness and 
a wide monitoring range. As hyperspectral data, remote 
sensing images provide rich spatial information, as well as 
multidimensional, correlation, non-linearity, and large data 
volumes. Therefore, deep learning can be used to extract 
deep-seated space-time information from remote sensing 
images and better predict upcoming remote sensing images.

The prediction models based on sensor numerical 
data are mainly divided into 2 categories: mathemati-
cal-statistical methods and artificial intelligence methods. 
Mathematical statistical models are more generalizable 
than mechanistic models but do not apply to systems 
with significant nonlinearity; artificial intelligence models 
include both traditional machine learning and deep learn-
ing methods. Traditional machine learning displays strong 
self-learning and self-adaptive ability when dealing with 
nonlinear problems such as cyanobacterial blooms [11–13], 
and is well suited to complex nonlinear systems, however, 
it requires the use of a manual feature set and is not suit-
able for learning large quantities of data [14,15]; while deep 
learning is a type of representation learning, it is capable 
of learning a higher level of abstract representation of data 
and automatically extracting deep features from it [16], and 
the model’s capability will increase exponentially with the 
level of abstraction [17]. There are several deep learning 
networks commonly used, including convolutional neu-
ral networks [18], recurrent neural networks [19], graph 
neural networks [20], and their improved and combined 
network models [21,22], however, the deep learning meth-
ods based on sensor data do not take into account the 

spatial and temporal characteristics of water bodies in an  
integrated manner.

Prediction models based on remote sensing image data 
are mostly deep learning-based methods because they 
involve image processing, and can be divided into 2 cate-
gories, feature-level prediction, and pixel-level prediction, 
according to the output types of the models. Feature-level 
prediction refers to extracting spatial and temporal features 
from remote sensing images and then performing numerical 
prediction based on the features. Relevant studies include 
image prediction methods based on convolutional neural 
networks (CNN) combined with 2-dimensional Gabor filter-
ing [23]; image time series prediction based on long short-
term memory (LSTM) [24]; prediction based on 2DCNN 
networks superimposed on channels and 3DCNN net-
works based on remote sensing image prediction methods 
[25]. While feature-level predictions utilize remote sensing 
images as input and water body characteristics as output, 
the prediction results are still numerical data, which cannot 
reflect the spatial and temporal distribution of cyanobacte-
ria blooms. Pixel-level prediction refers to the prediction of 
the pixels of the remote sensing image at the future time. 
Relevant research includes time series prediction of the 
remote sensing image based on the convolutional long short-
term memory network (ConvLSTM) [26], which uses zero 
padding in the convolution process, as a result, image edge 
information prediction is not very accurate; remote sensing 
image prediction based on generative adversarial networks 
(GAN) and its variants such as Pix2Pix [27–29]. Pixel-level 
prediction takes remote sensing images as input and out-
put, and the prediction results are still images, which can 
reflect the future time and space distribution. Nevertheless, 
gradient explosions and gradient disappearances can occur 
easily, and it is often difficult to extract both temporal and 
spatial features accurately at the same time, resulting in 
poor image prediction.

Various cyanobacterial bloom prediction methods have 
been analyzed, and it has been concluded that pixel-level 
prediction methods based on remote sensing image data 
can better reflect the spatial and temporal distribution of 
cyanobacterial blooms. As a variant of GAN, the Pix2Pix 
model [30] can handle the pixel transformation of images in 
space better than other pixel-level prediction methods and 
can theoretically achieve Nash equilibrium, allowing more 
accurate pixel-level prediction. As a result of the generator’s 
use of a U-Net network, the original Pix2Pix model is lim-
ited to predicting a single image based on a single image, and 
the model cannot extract time series features of images, as 
well as the model, cannot converge easily during training, 
increasing the training difficulty.

Chlorophyll-a concentration increases significantly when 
cyanobacterial blooms occur, and therefore chlorophyll-a 
concentration is the most direct indicator to characterize 
cyanobacterial blooms. Thus, for the remote sensing image 
based on chlorophyll-a concentration, the existing remote 
sensing image prediction methods are difficult to effectively 
predict the remote sensing image at the pixel level, which 
makes it impossible to predict the spatial and temporal dis-
tribution of cyanobacterial blooms in the whole water area.

On the basis of ACL3D-Pix2Pix, the preprocessing of 
remote sensing image time series and pixel level prediction 
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methods are proposed in this paper, and thus the predic-
tion method of the spatial and temporal distribution of cya-
nobacterial blooms in the whole water area is proposed. 
Based on the predicted chlorophyll-a concentration, it is 
possible to determine the cyanobacterial bloom outbreak 
caused by eutrophication in the water body, and thus the 
degree of eutrophication in the water body can be judged.

The prediction results of cyanobacterial bloom spa-
tial and temporal distribution allow the future eutrophica-
tion degree and distribution of cyanobacterial blooms to be 
evaluated effectively. Thus, the relevant departments will 
be able to focus on preventing and controlling areas with a 
high degree of eutrophication in order to reduce environ-
mental pollution and control costs.

2. Preliminaries information

The overall research route of this paper, the base model 
for remote sensing image prediction, and the remote 
sensing image dataset used are presented in this section.

2.1. Research route

An analysis of remote sensing images and a method 
for predicting cyanobacterial blooms based on the ACL3D-
Pix2Pix are presented in this paper. There are three 
main parts, as shown in Fig. 1.

As can be seen from Fig. 1, the main research routes of 
this paper are:

1) Study of pre-processing methods for time series of 
remote sensing images. This paper addresses the prob-
lems that existing remote sensing image raw data are 
not perfect, and that images have a non-uniform scale, 
missing local information, and unequal sampling time 
intervals. In pre-processing, data scale unification based 
on pixel substitution method, remote sensing image 
repair based on attention mechanism Pix2Pix model and 
spatial weights, and remote sensing image time series 
filling based on linear interpolation method are used.

2) Study of remote sensing image prediction method 
based on ACL3D-Pix2Pix. First, the remote sensing 
images of chlorophyll-a concentration at four consecu-
tive moments were superimposed as video frames, after 
which the ConvLSTM network is fused with the 3D 
U-Net network, a layer of ConvLSTM network is added 
after each downsampling and upsampling layer in the 
3D U-Net network, and the attention mechanism is 
introduced into the ConvLSTM to fully extract the tem-
poral and spatial features of remote sensing images, and 
the residual structure is incorporated into the upsam-
pling and downsampling to avoid the phenomenon of 
overfitting in the network. Finally, the L1 loss function 
of the original Pix2Pix model is replaced by the L2 loss 

 

Fig. 1. Research route of remote sensing image analysis and cyanobacteria bloom prediction based on ACL3D-Pix2Pix.
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function to speed up the convergence of the network 
and improve the accuracy of the pixel-level remote 
sensing image prediction.

3) Study of spatial and temporal distribution prediction 
method of cyanobacterial blooms based on remote 
sensing images. To solve the problem that the existing 
prediction methods of cyanobacterial blooms cannot 
realize the prediction of spatial-temporal distribution, 
utilizing the unified data scale of remote sensing images, 
the existing eutrophication classification standard of 
cyanobacterial blooms expressed by chlorophyll-a con-
centration is adjusted in order to predict spatial and 
temporal distributions of the cyanobacterial bloom 
eutrophication grade in the whole water area.

2.2. Basic model

During this section, the basic models related to the 
ACL3D-Pix2Pix presented in this paper are discussed.

2.2.1. Original Pix2Pix model

The original Pix2Pix model is based on conditional gen-
eral adverse nets (cGAN). The input image is equivalent to 
the conditions input into cGAN, which is used to guide the 
generator to generate images. Initially, Pix2Pix was used 
to convert image styles. Fig. 2 is a structural diagram of 
the original Pix2Pix model.

As shown in Fig. 2, the original Pix2Pix model is com-
posed of a generator and a discriminator. The generator is 
composed of a traditional U-Net network. The upsampling 
process involves the addition of a dropout layer, through 
which noise is added to diversify the output of the net-
work. The discriminator is composed of PatchGAN, which 
divides the input image into N × N, and then calculates the 
probability of each small block. Finally, the average value 
of these probabilities is taken as the output of the whole. 
As a result, the amount of computation is reduced and the 
training speed and convergence speed can be increased. 
An input image is received by the generator and converted 
into a predicted image by encoding and decoding, while 
the discriminator optimizes the parameters of the gener-
ator by discriminating between the predicted image and 
the real image. For the generator, the training process is to 
constantly “cheat” the discriminator with the generated 

new data. For the discriminator, continuous learning is 
needed to prevent being “cheated”.

2.2.2. ConvLSTM model

A limitation of the original Pix2Pix model is its inabil-
ity to extract time series features from images, whereas 
ConvLSTM is suitable for extracting time series features from 
images. In ConvLSTM, the full connection part of LSTM is 
turned into a convolution operation, which preserves the 
ability of LSTM to extract time series as well as the abil-
ity to process image data and extract its spatial-temporal 
characteristics. So ConvLSTM is applied to video detec-
tion [31], gesture recognition [32] and other fields [33].

As shown in Fig. 3, ConvLSTM is comprised of 3 gate 
control units and 1 central node, which are the input gate, 
forgetting gate, output gate, and memory cell. The big-
gest difference from LSTM is that single-layer convolution 
calculation is performed after the current time input and 
short-term memory are combined. This difference is the 
key to extracting spatial structure information. ConvLSTM 
can be described as [34]:

I W X W H bt t t i� � �� ��� xi hi* * 1  (1)

 

Fig. 2. Structure diagram of original Pix2Pix model.

 
Fig. 3. ConvLSTM structure diagram.
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F W X W H bt t t f� � �� ��� xf hf* * 1  (2)

c W X W H bt t t c� � �� ��tanh * *xc hc 1  (3)

O W X W H bt t t o� � �� ��� xo ho* * 1  (4)

c f c i ct t t t t� ��� � �1  (5)

H O ct t t� � � tanh  (6)

where * denotes convolution operation, ◦ denotes Hadamard 
product, σ denotes sigmoid function, Wx~ and Wh~ denotes 
2-dimensional convolution kernel, Xt denotes input image 
at the current time, ct denotes long-term memory at the 
current time, ct  denotes newly generated information, Ht 
denotes short-term memory at the current time, It denotes 
input gate output, Ft denotes forgetting gate output and Ot 
output gate output.

2.2.3. U-Net model

The generator of the original Pix2Pix model is the 
U-Net network, which was first used to solve the problem 
of medical image segmentation [35]. Fig. 4 is the structure 
diagram of the U-Net network.

As shown in Fig. 4, U-Net is a U-shaped network 
structure to obtain context information and location 
information. The left side of the U-Net is the downsam-
pling network for feature extraction, and the right side 
is the upsampling network for feature fusion. In feature 
extraction, image information will be lost and image res-
olution will be reduced. In feature fusion, the feature map 
with a larger size obtained by upsampling through decon-
volution lacks edge information. Therefore, edge features 
can be completed through feature stitching to obtain a 
complete feature map. It is for these reasons that U-Net 
networks are widely used in the segmentation of images 
[36–38] and generation of images [39].

2.3. Remote sensing image data set

The data were obtained from Lake-Watershed Science 
SubCenter, National Earth System Science Data Center, 
National Science & Technology Infrastructure of China, 

which is the 250 m resolution remote sensing image of 
Taihu Lake region acquired by MODIS satellite, and the 
raw data of this remote sensing image is in .hdf format. On 
this basis, based on the relative humidity, wind speed, wind 
direction, and barometric pressure meteorological data of 
the same moment in the surrounding meteorological sta-
tions of Taihu Lake, the Rayleigh scattering correction of 
the original data was performed by using python software 
for the atmosphere. After that, the chlorophyll-a concentra-
tion data measured by the water sensor were used to con-
struct an empirical model and a semi-analytical model using 
python software to invert the atmospheric corrected data to 
obtain the raster data of the spatial distribution of chloro-
phyll-a concentration in the format of .img grayscale map. 
Finally, the raster data is converted into colorful remote 
sensing image data in .jpg format using ArcGis software, 
which is the remote sensing image data set used in this 
study. After data screening, 100 raw data of chlorophyll-a 
concentration collected from March 9, 2010 to December 
29, 2010 were selected as training data, and 28 raw images 
of chlorophyll-a concentration collected from October 6, 
2009 to December 28, 2009 were selected as test data.

3. Method

First of all, the original data of the actual remote sensing 
image is not perfect due to differences in inversion, weather 
changes, poor remote sensing communication, and other fac-
tors, and as a result, cannot be directly used for prediction 
modeling. Therefore, a method for preprocessing remote 
sensing image time series is proposed. Secondly, to realize 
pixel-level prediction of remote sensing images, a prediction 
method of remote sensing image time series is proposed by 
ACL3D-Pix2Pix. Finally, in order to better judge the spa-
tial-temporal distribution of cyanobacterial blooms in the 
future by adjusting the water eutrophication classification 
standard, a method of predicting the spatial-temporal dis-
tribution of cyanobacterial blooms based on remote sens-
ing images is proposed [40]. All the above methods are 
implemented in python.

3.1. Preprocessing method of remote sensing image time series

In this paper, corresponding preprocessing methods 
are proposed to solve the problems of imperfect original 
time series data of remote sensing images, that is, incon-
sistent scales, missing local information of images, and 
unequal sampling time intervals, including:

1) To solve the problem that all image data scales can-
not be unified due to the difference of image data 
scales in the inversion process, the pixel replacement 
method is adopted to unify the data scales;

2) To solve the problems of missing information and data 
anomalies caused by weather changes during the sam-
pling of remote sensing images, the Pix2Pix model based 
on the attention mechanism combined with the spatial 
weight matrix is used to repair remote sensing images;

3) To solve the problem of missing remote sensing images 
at some sampling times due to poor remote sens-
ing communication, that is, unequal sampling time 

 

Fig. 4. U-Net model.
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intervals, the linear interpolation method is used to 
supplement the time series data.

3.1.1. Data scale of remote sensing images unification based 
on pixel substitution method

In the actual remote sensing image, the scale of each 
image data is not uniform due to the inversion differ-
ence between different images, as shown in Fig. 5.

The red dotted line part in Fig. 5 represents the data scale 
of remote sensing images. The data scale of each remote 
sensing image uses the same 9 color grades to represent the 
9 concentration ranges of chlorophyll-a, but the concentra-
tion ranges represented by the same color grade on differ-
ent images are not the same. Therefore, it is necessary to 
develop a unified data scale for all remote sensing images 
and replace the pixel values of all remote sensing images 
according to the unified data scale.

First, according to Eqs. (7) and (8), the average concen-
tration range represented by each color level on all remote 
sensing images is calculated as a unified data scale. After 
that, calculate the Euclidean distance between each color 
level in the original remote sensing image, and each color 
level in the data scale, as shown in Eq. (9), and then each 
pixel value in the original image is replaced with the pixel 
value of the color level in the data scale with the small-
est Euclidean distance, thus completing the unification of 
the data scale.
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where, LNi(max), LNi(max) are the maximum and mini-
mum values of chlorophyll-a at grade i after data scale uni-
fication, LNi denotes the concentration of chlorophyll-a at 
grade i, Li

n(max) and Li
n(min) are the maximum and mini-

mum values of chlorophyll-a at grade i in the nth sheet in 
the original data set, k is the total number of samples in the 
data set, avg denotes the mean value operation, LN(min), 
LN(max) refers to the maximum and minimum values of 
each grade on each remote sensing image.

3.1.2. Remote sensing image repair based on attention 
mechanism Pix2Pix model and spatial weight matrix

During the sampling of remote sensing images, cloud 
and anomaly data may cover some areas, resulting in dam-
age to some remote sensing images, as shown in Fig. 6. 
Therefore, it is necessary to fix the missing area data after 
unifying the data scale.

The gray area in Fig. 6a represents the remote sens-
ing image damage caused by cloud cover, the black area in 
Fig. 6b represents the remote sensing image damage caused 
by cloud cover, and the white area in Fig. 6c represents the 
remote sensing image damage caused by abnormal data. For 
the remote sensing images with data corruption, the remote 
sensing images are repaired by using the Pix2Pix model based 
on the attention mechanism and the spatial weight matrix.

When using attention mechanism Pix2Pix model for 
remote sensing image repair, firstly, the undamaged remote 
sensing images in the dataset are selected and the ‘damaged 
remote sensing images’ are constructed by manually adding 
a mask. In order to consider the correlation between images, 
the ‘damaged remote sensing image’ and its previous and 
next undamaged remote sensing images are superimposed 
on the channel as the input of the Pix2Pix model based on 
the attention mechanism, and the undamaged remote sens-
ing image before adding the mask is used as the target 
output. The comparison of remote sensing images before 
and after adding the mask is shown in Fig. 7.

 
Fig. 5. Comparison chart of remote sensing image data scales.
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As shown in Fig. 7 the original remote sensing image is 
on the left and the remote sensing image after adding the 
mask is on the right. The structure of the Pix2Pix model 
based on the attention mechanism is shown in Fig. 8.

The attention mechanism in this model consists 
of the channel attention mechanism and the spatial 

attention mechanism, respectively, where the structure of the 
channel attention mechanism is shown in Fig. 9.

Channel attention can be specifically described as:

a xi H W C1 � � �� �Global Average Pooling in
, ,  (10)

 

Fig. 6. Schematic diagram of damage in some areas of remote sensing image.

 
Fig. 7. Comparison of remote sensing images before and after adding masks.

 

Fig. 8. Pix2Pix model based on attention mechanism.
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a f W ac c2 1 1� � �� �* ,  (11)

f a xC i H W Cchannel
in� � � � �2 1 1, , , ,  (12)

where xin
i(H,W,C) represents the remote sensing image on day 

i, (H,W,C) represents the data format of the remote sens-
ing image as a 3D data, GlobalAveragePooling represents 
the global level pooling, a1 is the result of the global aver-
age pooling to obtain a feature of length C, Wc is a weight 
matrix, a1(C,1) represents the reconstruction of the data of 
a1 into a matrix of C×1, the order of the data in a1 does not 
change, * represents the convolution, f is the sigmoid activa-
tion function, a2 is the output of a two-dimensional matrix, 
◦ is the Hadamard product fchannel is the output of the chan-
nel attention mechanism, and a2(1,1,C) is the reconstructed 
data after a2 reconstruction.

The structure of the spatial attention mechanism is 
shown in Fig. 10:

The spatial attention mechanism can be described as 
follows:

b f1 � � �Global Average Pooling channel  (13)

b f2 � � �Global max Pooling channel  (14)

b f b b wc3 1 2� �� ��� �, *  (15)

f b fsp channel= 3   (16)

where fchannel is the output of the channel attention mecha-
nism, GlobalAveragePooling and GlobalmaxPooling are the 

global average pooling and global maximum pooling, b1 
and b2 corresponding to their outputs, f is the sigmoid acti-
vation function, wc is the weight matrix, * denotes convo-
lution, b3 is the intermediate variable, and fsp is the output 
of the spatial attention mechanism.

By using the model shown in Fig. 8 for training, the 
trained model is used for remote sensing image repair. 
However, the amount of existing remote sensing image data 
is small, so some areas cannot be repaired based on deep 
learning repair, and for the areas that cannot be repaired, 
the spatial weight matrix is used for secondary repair. The 
spatial weight schematic is shown in Fig. 11, after repairing 
the missing region contour, the center part is filled using 

 

Fig. 9. Channel attention mechanism structure diagram.

  

Fig. 10. Structure diagram of spatial attention mechanism.

 
Fig. 11. Spatial weight matrix.
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the nearest neighboring contour parts. The missing part 
in the center is filled with the contour part of the nearest  
neighbor.

The weight of the first-order nearest neighbor is 
the square of the inverse of the Euclidean distance, and 
the weight of the second-order nearest neighbor is the 
in-verse of the Euclidean distance, as shown in Eq. (17) for 
the specific repair method.

P i j
w P i j w P i j

n w m w

a a
a

n

b b
b

m

,
, ,

* *
� � �
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�

� �
� �1 1

1
2 2

1

1 2

 (17)

where w1 is the weight of the first-order nearest neigh-
bor, w2 is the weight of the second-order nearest neigh-
bor matrix, P(i,j) is the pixel value of the missing site, 
P1(ia,ja) is the pixel point of the first-order nearest neigh-
bor, P2(ib,jb) is the pixel point of the second-order nearest 
neighbor, n is the number of first-order neighboring pixels, 
and m is the number of second-order nearest neighboring  
pixels.

3.1.3. Time series data filling based on linear interpolation

Based on the repair of a single remote sensing image, 
the remote sensing images could not be acquired at some 
moments due to poor remote sensing communication and 
weather, so the data were sampled at varying intervals 
in the data set, as shown in Fig. 12.

As shown in Fig. 12, the sampling intervals are 2 d and 
1 d, respectively. To supplement the missing images and 
create a complete dataset with equal sampling intervals, 
linear interpolation is employed in this paper.

As the original data set has a minimum sampling inter-
val of 1 d, the data set is supplemented according to the 
sampling interval of 1 d. The formula is as follows:

P m P m
P n P m

n m
�� � � � � � � � � � �� �

�� ��
�

 (18)

where, P(m + λ) represents the pixel value of the day 
m + λ, λ is the number of days from m,m < λ < n, m, n are 
the dates, and P(m), P(n) are the pixel values of the 2 dates 
already in the original data. The schematic diagram of 
linear interpolation is shown in Fig. 13.

As can be seen from Fig. 13, the pixel values of any one 
of the 2 d can be obtained by the pixel values of the 2 d 
that are not adjacent to each other.

3.2. Remote sensing image prediction method based on 
ACL3D-Pix2Pix

In order to solve the problems that the existing pix-
el-level prediction methods are difficult to fully extract time 
series information from images, the model is prone to gra-
dient explosion and the model training speed is slow, this 
paper makes the following improvements to the original 
Pix2Pix model:
1) First, the ConvLSTM network is embedded into the 

3D U-Net network for image time series prediction. 
After each downsampling and upsampling layer in 
the 3D U-Net network, another layer of ConvLSTM 
network is added, and on this basis, the attention 
machine is added to the ConvLSTM to build the 
attention convolution long short-term memory net-
work (AConvLSTM), so as to improve the ability of 
the network to extract the image time series features; 
and the residual structure is added to the upsampling 
and downsampling of the 3D U-Net, so as to avoid the 
network overfitting phenomenon.

2) In the discriminator, the original Pix2Pix model inputs 
the input image into the discriminator as a label, with-
out considering the time correlation. In this paper, the 
image of the historical moment does the data on the 
channel to do the overlay as the label, and the time series 

 
Fig. 12. Remote sensing images sampled at varying intervals.

 
Fig. 13. Schematic diagram of linear interpolation.
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information is incorporated in the criteria to provide 
the distinction between genuine and fake images.

3) In terms of the loss function, Since the original Pix2Pix 
model adopts the L1 loss function, its gradient is fixed 
and nondifferentiable at the extreme point, resulting 
in a slow convergence of the network. In this paper, 
the L2 loss function is used instead of the L1 loss func-
tion. The gradient of the L2 loss function decreases as 
the error decreases, and this contributes to the network’s 
convergence and speeds up the prediction process. 
Fig. 14 is a structural diagram of ACL3D-Pix2Pix.

As shown in Fig. 14, the remotely sensed images of chlo-
rophyll-a concentration at four consecutive moments are 
input to the generator, which implements the pixel-level pre-
diction of the remotely sensed image of chlorophyll-a con-
centration at the fifth moment by embedding the ConvLSTM 
into the 3D U-Net network. And the remote sensing images 
of these four moments are superimposed on the channels 
as the labels for discrimination, and the network perfor-
mance is optimized by adversarial training of the generator 
and the discriminator. The reason for using four consec-
utive moments to predict the fifth moment is to fully con-
sider the change rule of remote sensing image with time 
and the required hardware resources.

3.2.1. Generator improvements

The generator mainly consists of AConvLSTM, downs-
ampling with residual structure, and upsampling with 
residual structure.

3.2.1.1. Construction of AConvLSTM

Attention mechanisms can not only enable the network 
to learn the allocation of attention autonomously but also 
help the network to fuse various important information. 

The AConvLSTM model is constructed by adding an atten-
tion mechanism before the gate of ConvLSTM, which 
allows the network to autonomously fuse information in an 
image as well as improve its ability to extract information 
from images. The AConvLSTM structure is shown in Fig. 15.

Here, the red dashed box part represents the attention 
mechanism added in this paper. The schematic diagram of 
the attention mechanism is shown in Fig. 16.

As shown in Fig. 16, the attention mechanism in this 
paper is composed of channel attention and spatial atten-
tion in series. The channel attention mechanism can model 
the dependency between each feature map and adaptively 
adjust the characteristic response value of each channel. 
The operation process of the channel attention mech-
anism can be described as follows:

 

Fig. 14. Structure diagram of ACL3D-Pix2Pix.

 
Fig. 15. Structure diagram of attention convolution long 
short-term memory network.
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M F F Fc � � � � ��� ��� �� MLP Avg Pool   (19)

The input feature map F is globally average pooling 
to get the features, and the features are input to a multi-
ply-layer perceptron (MLP), and the output of the MLP is 
multiplied by the activation function to get the weight of 
each channel, which completes the channel attention con-
struction, where Mc(F) is the feature map output by the 
channel attention mechanism, MLP is the multiply-layer 
perceptron, σ is the activation function, o is the Hadamard 
product, AvgPool is the average pooling, and F is the input 
feature map.

The spatial attention mechanism can automatically 
extract the focused areas in the image, which increases 
the computational consumption but greatly improves 
the network performance. The operation process of the 
spatial attention mechanism can be described as follows:

M f
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In which the maximum value and the average value 
are taken on the channel of each feature point in the out-
put feature map obtained from the channel attention, the 2 
results are stacked and the number of channels is adjusted 
by using the convolution with the number of convolution 
kernels of 1. Finally, the weight of each feature is obtained 
by the activation function, and the weight is multiplied with 
the input to complete the spatial attention construction. 
M is the final output.

As a result of introducing the above attention mecha-
nism before ConvLSTM enters the activation function of 
the gating unit, AConvLSTM can be described as follows: 
the AConvLSTM proposed in this paper first accepts the 
input image Xt of this moment, and the short-term mem-
ory output Ht–1 of the previous moment, and enters the 
attention mechanism shown in Fig. 15 after convolving to 
obtain the input Ft of the forgetting gate attention mech-
anism and finally obtain the forgetting gate output ft 
after the activation function.

F W X W H bt t t f� � ��xf hf* * 1  (21)

f M M Ft c t� � ��� ��� ��  (22)

The input gate output is similar to the forgetting gate 
output process, where the input It of the input gate attention 
mechanism and the input gate output it can be expressed as:

I W X W H bt t t i� � ��xi hi* * 1  (23)

i M M It c t� � ��� ��� ��  (24)

The attention mechanism input ct  of the nascent infor-
mation is passed through the attention mechanism after 
the tanh activation function to obtain the nascent informa-
tion Ct , Ct  and the input gate output it does Hadamard 
product after and the previous moment long-term mem-
ory Ct–1 and forgetting gate output ft do Hadamard product 
result summed to obtain the long-term memory Ct of this 
moment, which can be expressed as follows.

c W X W H bt t t c� � ��xc hc* * 1  (25)



C M M ct c t� � �� �� �tanh  (26)

C f C i Ct t t t t� ��� � �1  (27)

The input Ot of the output gate attention mechanism 
passes through the attention mechanism and then passes 
through the tanh activation function to obtain the out-
put ot of the output gate at this moment, and the output 
ot of the output gate makes the Hadamard product with 
the long-term memory Ct at this moment activated by the 
tanh activation function to obtain the short-term mem-
ory output Ht at this moment, which can be specifically 
expressed as follows:

O W X W H bt t t o� � ��xo ho* * 1  (28)

o M M Ot c t� � �� �� ��  (29)

 
Fig. 16. Schematic diagram of attention mechanism.
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H o Ct t t=  tanh  (30)

where * denotes the convolution operation, ◦ is the 
Hadamard product, δ denotes the Sigmoid function, Wx~ and 
Wh~ are 2-dimensional convolution kernels, Xt is the input 
image at the current moment, It, Ot, ct , Ft are the inputs of 
the attention mechanism, respectively, Ct is the long-term 
memory at the current moment, Ct  is the nascent informa-
tion, Ht is the short-term memory at the current moment, 
it is the input gate output, ft is the forgetting gate output 
and ot output gate output, all are 3D tensor. The spatial 
tensor of W×H×Cin, where Cin is the number of channels.

3.2.1.2. Construction of downsampling with residual structure

The downsampling with residual structure consists 
of the conv3d module as well as the residual module, and 
the structure is shown in Fig. 17.

The red dashed box in Fig. 17 indicates the residual 
structure added in the downsampling layer. The conv3d 
module is composed of a 3D convolutional layers, a batch 
normalization layer, and an activation function layer. 
The calculation of the conv3d module is shown in Eq. (31):

x f B x bout in� �� �� �* �  (31)

where xin is the input, ω and b represents the weights and 
bias values of the convolution kernel, * represents the 
convolution operation, B represents the batch normaliza-
tion process, f represents the activation function, and the 
LeakyReLu function, xout represents the output after the 
conv3d module.

The residual module consists of 2 conv3d modules and 
1 connection layer. In the residual module, the number of 
convolution kernels of the second conv3d module is twice 
that of the first conv3d module, and the size of the convo-
lution kernels are 1×1×1 and 3×3×3, respectively, with a 
step size of 1. The network output size is guaranteed to be 
the same as the input size after the conv3d module, and 
the output is superimposed with the input of the residual 
module after the 2 conv3d modules, The residual module 
formula is shown below:

y f B x b1 1 1� �� �� �out * �  (32)

y f B y b2 1 2 2� �� �� �* �  (33)

y x yout out� � 2  (34)

where, yout is the residual module output, xout is the output of 
the previous conv3d, ω1 and ω2 are the weights, b1 and b2 are 
the bias values, and y1 and y2 are both intermediate variables.

3.2.1.3. Construction of upsampling with residual structure

Fig. 18 for the structure diagram of upsampling with 
residual structure.

The red dashed box in Fig. 18 represents the residual 
structure added in the upsampling layer. The upsampling 
module is composed of an 3D deconvolution layer, a batch 
normalization layer, an activation function layer, a dropout 
layer, and a residuals module. Dropout layers provide diver-
sity to the network and prevent it from overfitting. Because 
the structure of the residual network is introduced in the 
process of upsampling and downsampling, the network 
can generate a clearer image, and avoid the network deg-
radation caused by the deepening of network layers.

3.2.2. Improvement of discriminator

In the discriminator network, 3 conv3d modules com-
prise PatchGAN. In the original Pix2Pix model, the input 
image of the generator is used as the output of the label 
guidance discriminator. The structure of the discrimi-
nator in this paper is shown in Fig. 19.

As shown in Fig. 19 the discriminator uses the super-
imposition of the remote images of 4 historical times input 
to the generator in the channel dimension as the output of 
the label guidance discriminator, which not only ensures 
the consistency of the label but also provides a standard 
for distinguishing the true and false images on the premise 
of considering the time characteristics.

3.2.3. Improvement of loss function

The loss function of the original Pix2Pix model is 
composed of generator loss and discriminator loss. 

 

Fig. 17. Structure diagram of 3D U-Net downsampling module with residual structure.
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The discriminator uses binary cross entropy as the loss func-
tion. The generator loss is composed of L1 loss and binary 
cross entropy function. The difference between the genera ted 
image and the real image is constrained by L1 distance.

The overall loss function of the original Pix2Pix 
model is [30]:

L L G D L G
G D c LPix Pix GAN2 1� � � � � �argminmax , �  (35)

where:
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where LPix2Pix represents the original Pix2Pix overall loss 
function, G represents the generator, D represents the dis-
criminator, LcGAN represents the cGAN loss function, x 
represents the input image, y represents the real image, 
Ex,y~Pdata(x,y) represents the expected value after selecting pairs 
of data from the dataset, LL1(G) is the L1 loss of the generator. 
E represents the expectation, λ is a positive integer.

The L1 loss function has a stable gradient, so the L1 loss 
function has better robustness. When there are more out-
liers in the training data set, the L1 loss function will be 

more effective. However, since the gradient is a fixed value 
when the loss value is small, the loss function will fluctu-
ate around the stable value, and it is difficult to converge to 
higher accuracy. In the task of image prediction, since the 
difference between the predicted value and the real value 
is not large, the L1 loss function is rarely used. In practical 
application, L2 loss is fast and easy to solve. Therefore, the L1 
loss is replaced by L2 loss in this paper, and the L2 loss and 
the overall optimization objective after the change are as  
follows:
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where LL2 represents the L2 loss of the generator, GF rep-
resents the final optimization function, E represents the 
expectation, y represents the real image, Ex,y represents 
the expectation value taken after the operation on the 
input image and the real image, Ex,z represents the expec-
tation value taken after the operation on the input image 
and the noise, x represents the input to the generator, G 
represents the generator, D represents the discriminator, 

 

Fig. 18. Structure diagram of 3D U-Net upsampling module with residual structure.

 
Fig. 19. Schematic diagram of the discriminator.
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and λ is a positive integer with a value of 100. When train-
ing the generative adversarial network, the discriminator 
is trained first and the generator is trained after fixing the  
discriminator.

3.3. Prediction of the spatial and temporal distribution of 
cyanobacterial blooms

To resolve the problem that the existing eutrophication 
classification standard for cyanobacterial blooms has a too 
small numerical range, resulting in the inability to cover 
the numerical range of remote sensing images. After the 
unified data scale of remote sensing images, the numeri-
cal range of the eutrophication classification standard for 
waterbodies is adjusted and expanded in this study to 
predict future spatial and temporal distributions of cya-
nobacterial blooms.

3.3.1. Adjustment of eutrophication classification standard of 
cyanobacteria bloom

To better evaluate the outbreak of cyanobacteria bloom, 
this paper first refers to the eutrophication classification 
standard of water bodies specified by the Organization 
for Economic Co-operation and Development (OECD), 
as shown in Table 1.

In Table 1 the nutritional grades of the lake are 
divided into poor nutrition (<3 µg/L), medium nutrition 
(3~11 µg/L), eutrophication (11–78 µg/L), heavy eutro-
phication (≥78 µg/L). However, Taihu Lake is eutrophic 
throughout the year, and the fluctuations in chlorophyll-a 
concentrations cannot cover the entire classification range. 
Therefore, some scholars [25] further subdivided the eutro-
phic grade in Table 1 into 4 grades eutrophic I, II, III, and IV 
according to the actual situation, as shown in Table 2.

Table 2 classifies the nutritional grades into 7 grades. 
However, the grades in Tables 1 and 2 are based on the 
average chlorophyll-a concentration of the whole lake. 
However, for the remote sensing image of Taihu Lake, 
the chlorophyll-a concentration of each pixel ranges from 
2.3 to 247 µg/L, and the concentration range of chloro-
phyll-a in Tables 1 and 2 is too small (3–78 µg/L) to cover 
the chlorophyll-a concentration range of each pixel in 
the remote sensing image.

Therefore, it is necessary to expand the concentra-
tion range of water eutrophication classification standard 
according to the chlorophyll-a concentration range of each 
pixel of remote sensing image. In this paper, the unified 
data scale of remote sensing images is calculated according 

to the method in section 3.1.1. According to the concen-
tration range of chlorophyll-a represented by the unified 
9 color grades, and referring to the eutrophication classi-
fication standards in Tables 1 and 2, the eutrophication 
grade of the water body is redivided into 9 grades, that is, 
the poor nutrition grade and the medium nutritional grade 
are merged into 1 grade, and the eutrophication grade is re 
divided into 3 grades, The heavy eutrophication grade was 
reclassified into 5 grades.

The unified data scale and adjusted water eutrophica-
tion classification standard are shown in Fig. 20.

It can be seen from Fig. 20 that in the unified data scale, 
the 9 color grades of the remote sensing image correspond 
to the 9 concentration ranges of chlorophyll-a, and the adjus-
ted 9 water eutrophication grades also correspond to them.

3.3.2. Prediction of spatial and temporal distribution of 
cyanobacterial blooms

In order to determine the nutrient level of each pixel, 
the remote sensing images predicted in section 3.2 can 
be compared to the adjusted water eutrophication grad-
ing criteria shown in Fig. 19. By analyzing the spatial and 
temporal distribution of cyanobacterial blooms at the pixel 
level, the relevant departments can focus on areas that are 
more eutrophicated in order to prevent outbreaks of cya-
nobacterial blooms in the waters in the future.

Table 1
Water eutrophication classification standard (OECD)

Nutritional grade Whole-lake average chlorophyll-a 
concentration (µg/L)

Poor nutrition <3
Medium nutrition 3~11
Eutrophication 11~78
Heavy eutrophication ≥78

Table 2
Water eutrophication classification standard (Taihu Lake)

Nutritional grade Whole-lake average chlorophyll-a 
concentration (µg/L)

Poor nutrition <3
Medium nutrition 3~11
Eutrophication I 11~21
Eutrophication II 21~24
Eutrophication III 24~26
Eutrophication IV 26~78
Heavy eutrophication ≥78

 
Fig. 20. Unified data scale and adjusted water eutrophication 
classification standard (remote sensing image).
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4. Results

4.1. Results of preprocessing remote sensing image time series

4.1.1. Results of unified data scale based on pixel substitution 
method

According to the unified data scale (Fig. 20), the pixel 
value for each color grade in the original remote sensing 
image is replaced with the pixel value for the correspond-
ing color grade in the unified data scale according to Eq. (9), 
thus completing the pixel replacement of the unified data 
scale is completed. A comparison of remote sensing images 
before and after unifying the data scale is shown in Fig. 21.

As shown in Fig. 20, the left figure is the original remote 
sensing image, and the right figure is the remote sensing 
image after the unified data scale. It can be seen that the 
color changes of pixels in some areas of the remote sens-
ing image before and after the unification. By unifying the 
data scale, the same color grade in all remote sensing images 
represents the same chlorophyll-a concentration range.

4.1.2. Results of remote sensing image repair based on 
attention mechanism Pix2Pix model and spatial  
weight matrix

The downsampling parameters in the Pix2Pix model of 
attention mechanism for remote sensing image repair are 
shown in Table 3.

The upsampling parameters are shown in Table 4.

The results of remote sensing image repair are shown 
in Fig. 22, which shows a comparison of remote sensing 
images before and after repair.

First, the damaged remote sensing images are repaired 
using the attention mechanism Pix2Pix model, and for the 
parts with poor repair results, a secondary repair is per-
formed using the spatial weight matrix on the basis of the 
attention mechanism Pix2Pix model repair.

 
Fig. 21. Comparison of remote sensing images before and after scale unification.

Table 3
Downsampling parameters

Network layer Number of 
convolution kernels

Convolution 
kernel size

Step 
length

Downsampling 1 32

3 × 3 2

Downsampling 2 64
Downsampling 3 128
Downsampling 4 128
Downsampling 5 128
Downsampling 6 256
Downsampling 7 256
Downsampling 8 512
Downsampling 9 512
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4.1.3. Results of time series data filling based on linear 
interpolation

Fig. 23 shows the time series of remote sensing images 
after linear interpolation obtained using formula (18).

Fig. 23 depicts the real data in the original data set as 
March 9, March 10, March 12, and March 13, and the filling 
data obtained by linear interpolation as March 11. By lin-
ear interpolation, the sampling time interval in the data set 
is set to 1 d.

4.2. Remote sensing image prediction results based on 
ACL3D-Pix2Pix

4.2.1. Parameter setting

A discussion of ACL3D-Pix2Pix parameters is pre-
sented in this section.

4.2.1.1. Generator parameter settings

The generator of ACL3D-Pix2Pix is the AConvLSTM 
embedded in the 3D U-Net network. It mainly consists of 
AConvLSTM, downsampling with residuals, and upsam-
pling with residuals. The parameter settings of AConvLSTM 
are shown in Table 5.

Parameters in Table 5 were derived based on the empir-
ical method and the data format required. The param-
eters of the downsampling module with residuals are 
shown in Table 6.

An empirical method was used to determine the num-
ber and size of convolution kernels in Table 6. There are 8 
layers of upsampling with residuals, and the parameters 
are shown in Table 7.

As shown in Table 7, the number of deconvolution 
kernels and the size of the deconvolution sum are also 

 
Fig. 22. Comparison of remote sensing images before and after repair.
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empirically derived. Step sizes for upsampling and downs-
ampling should be the same.

4.2.1.2. Discriminator parameter setting

The discriminator constructed in this paper is the 
PatchGAN model, and the network parameters are shown 
in Table 8.

As shown in Table 8, PatchGAN has 3 network layers. 
In this study, the remote sensing images of chlorophyll-a 
concentration, temperature, and phycocyanin concentra-
tion at the same moment were first superimposed on the 
channels to construct multi-factor data of one moment, 
and the multi-factor data of 4 historical moments were 
used to predict the remote sensing images of chloro-
phyll-a concentration at the 5th moment. First, 4 historical 
multi-factor data are superimposed as video frames, and 
an Adam optimizer is used to optimize the network with a 
learning rate of 0.001.

4.2.2. Prediction results of remote sensing images

Fig. 24 shows the prediction images for ACL3D-Pix2Pix.
Fig. 24a and e represent the real image and the pre-

dicted image based on the ACL3D-Pix2Pix. As can be 
seen intuitively, the predicted image using the method 
described in this paper is quite similar to the real image.

It is proposed in this paper to evaluate the predic-
tion quality of the model more objectively by evaluating 
structural similarity (SSIM), peak signal-to-noise ratio 
(PSNR), cosine similarity (cosine), and mutual informa-
tion. SSIM measures image similarity based on brightness, 
contrast, and structure; PSNR can reflect the mean square 

error between 2 images; cosine can determine the similar-
ity between 2 images by calculating the cosine distance 
between the vectors; mutual information describes similar-
ity by calculating the mutual information between 2 images. 
In order to compare the effectiveness of the ACL3D-Pix2Pix 
proposed in this paper with the existing newer pixel-level 
prediction methods for remote sensing image predic-
tion, the original Pix2Pix model [30], the Channel-Pix2Pix 
[25] model with superimposed historical moment image 
channels, and the 3D U-Net as a generator were used to 
predict remote sensing images of 3D-Pix2Pix model for 
remote sensing image prediction [29].

Table 9 shows the average and standard deviation of 
the similarity between the predicted and real images for 
each prediction model.

 
Fig. 23. Time series of remote sensing images after linear interpolation.

Table 4
Upsampling parameters

Network 
layer

Number of 
deconvolution kernels

Deconvolution 
kernel size

Step 
length

Upsampling 1 512

3*3 2

Upsampling 2 256
Upsampling 3 256
Upsampling 4 124
Upsampling 5 128
Upsampling 6 128
Upsampling 7 64
Upsampling 8 32
Upsampling 9 16
Output layer 3 1*1 1

Table 5
AConvLSTM parameter setting

Network layer Parameter setting Activation function

Average pooling layer of channel attention Output size = 1 NA
Channel attention full connection layer 1 Out features = 8 ReLu
Channel attention full connection layer 2 Out features = 32 Sigmoid
Spatial attention global average pool layer Output size = 1 NA
Spatial attention maximum pooling layer Output size = 1 NA
Spatial attention convolution layer Filters = 1, kernel size = 7 Sigmoid
ConvLSTM layer Kernel size = 3 LeakyReLu
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As can be seen from the last row of Table 9, the pre-
diction results of ACL3D-Pix2Pix proposed in this paper 
maintain good consistency with the real images in terms of 
brightness, contrast, structure, mean square error, cosine 
distance, and mutual information. The possible reasons for 
this result are shown:

1) In the original Pix2Pix model, pixel-to-pixel prediction 
is possible, but it cannot take into account time cor-
relation; therefore, the prediction effect of image time 
series is general;

2) In Channel-Pix2Pix, time correlation is taken into 
account, so the prediction effect is better than that of the 
original Pix2Pix model, but since each image is superim-
posed on the channel in accordance with time, it is still 
operating on 2-dimensional data in essence, so the pre-
diction effect is not as good as 3D-Pix2Pix;

3) As 3D-Pix2Pix uses 3D convolution to extract spatio-
temporal features, the prediction effect is superior to 
Channel-Pix2Pix. However, because 3D convolution is 
not suitable for extracting image time series features, and 

the method is not easy to converge during training, the 
prediction effect is inferior to that of The ACL3D-Pix2Pix;

4) ACL3D-Pix2Pix introduced in this paper can better 
extract spatiotemporal features and prevent overfitting 
and gradient explosion than the 3D-Pix2Pix model by 
introducing an attention mechanism;

5) The ACL3D-Pix2Pix proposed by this study showed 
better performance in the evaluation of both average 
and standard deviation, indicating that the model not 
only outperforms other models in terms of prediction 
accuracy, but also outperforms other models in terms 
of stability of prediction results.

6) ACL3D-Pix2Pix proposed in this paper is used to pre-
dict the changes in pixel values of remote sensing images 
over time. Therefore, this model is not only effective for 
pixel-level prediction of chlorophyll-a concentration 
remote sensing images but also applicable to the pix-
el-level prediction of various remote sensing images 
theoretically.

4.3. Results of the predicted spatial and temporal distribution of 
cyanobacterial blooms

Due to space constraints, Fig. 25 shows only actual 
and predicted images of remote sensing images obtained 
on October 27 and December 27, along with their corre-
sponding nutrient grades.

As shown in Fig. 25, in October 27, the upper left side 
and part of the lower right side of Taihu Lake are at the 
level of heavy eutrophication IV, which means that the 
possibility of cyanobacterial bloom outbreak in this part is 
higher, while the rest of the areas are at the level of poor or 

Table 6
Downsampling parameters with residuals

Network layer Number of convolution kernels Convolution kernel size Step length Padding

Downsampling 1 32 (1,3,3)

(1,2,2)

‘same’
Downsampling 2 64 (2,1,1) ‘valid’
Downsampling 3 128 (1,3,3) ‘same’
Downsampling 4 256 (2,1,1) ‘valid’
Downsampling 5 256 (1,3,3) ‘same’
Downsampling 6 512 (2,1,1) ‘valid’
Downsampling 7 512 (1,3,3) (2,2,2) ‘same’

Table 7
Upsampling parameters with residuals

Network layer Number of deconvolution kernels Dconvolution kernel size Step length Padding

Upsampling 1 512 (1,3,3)

(1,2,2)

‘same’
Upsampling 2 256 (2,1,1) ‘valid’
Upsampling 3 256 (1,3,3) ‘same’
Upsampling 4 128 (2,1,1) ‘valid’
Upsampling 5 64 (1,3,3) ‘same’
Upsampling 6 32 (2,1,1) ‘valid’
Upsampling 7 3 (1,3,3) ‘same’
conv3d 3 (4,1,1) (1,1,1) ‘valid’

Table 8
PatchGAN network parameters

Network 
layer

Number of con-
volution kernels

Convolution 
kernel size

Step 
length

Padding

conv3d-1 64
(1,3,3)

(1,2,2) ‘same’
conv3d-2 128
conv3d-3 1 (1,1,1) ‘valid’
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medium nutrition; in the predicted image of December 27, 
the edge and part of the lower left side of Taihu Lake are 
at the level of heavy eutrophication I, while the rest of the 
areas are at the level of medium nutrition to eutrophication 
II. The treatment of areas with high eutrophication levels can 
effectively prevent the outbreak and reduce the impact of 
cyanobacterial blooms.

5. Discussion

Firstly, a series of methods for remote sensing image 
preprocessing were proposed in this study, based on which 
the ACL3D-Pix2Pix model was constructed to realize the 
pixel-level prediction of remote sensing images, and finally 
the prediction method of spatial and temporal distribution 
of cyanobacterial blooms based on remote sensing images 
was proposed.

• Compared with the traditional mechanism-driven 
model prediction methods [7–10], this study does not 
need to master the complex growth mechanism of 

cyanobacterial blooms and a priori knowledge, and 
fits the algal biomass changes by establishing the opti-
mal mathematical expression relationship between the 
input and output of remote sensing images of blooms, 
so this study is more applicable and the model is more 
anti-interference;

• Compared with data-driven model prediction methods 
based on numerical data from underwater sensors [11–
15], this study is firstly more convenient in terms of data 
acquisition, and underwater sensors cover a small area 
and can only represent the water quality indicators at the 
location of the sensors, while this study comprehensively 
considers the water quality information of the overall 
waters, and the prediction results are more reasonable;

• Compared with the feature-level prediction method 
based on remote sensing image data [23–25], although 
the feature-level prediction based on remote sensing 
image considers the overall water quality information 
of the water, the method only extracts and predicts the 
global features of the remote sensing image, and can 
only obtain the global average water quality change of 

 
Fig. 24. Comparison of real image and the predicted image.

Table 9
Similarity comparison of model prediction results (average/standard deviation)

Models SSIM PSNR Cosine Mutual information

Pix2Pix 0.70319/0.06255 15.58665/1.69133 0.99219/0.00161 1.44716/0.23410
Channel-Pix2Pix 0.81031/0.06065 20.70479/1.80155 0.99244/0.00182 1.45557/0.23963
3D-Pix2Pix 0.83656/0.05164 27.23929/1.6650 0.99488/0.00109 1.71282/0.24161
ACL3D-Pix2Pix 0.91312/0.04080 29.79848/1.48564 0.99849/0.00104 1.985731/0.23027
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the water, while this study is to predict each pixel in the 
remote sensing image at the future moment, and can 
obtain the specific value of water quality change at any 
pixel location of the water, which is not possible in the 
previous cyanobacterial bloom prediction studies;

• Among the existing pixel-level prediction methods 
based on remote sensing image data, compared with 
the pixel-level prediction methods based on the orig-
inal Pix2Pix model [30], the original Pix2Pix model is 
unable to consider the time dimension, and thus has a 
low prediction accuracy for remote sensing images of 
future moments, which leads to a low reference sig-
nificance of the predicted spatio-temporal distribution 
results of cyanobacterial blooms, whereas this study 
is able to consider the time dimension. By embedding 
the ConvLSTM network in the original Pix2Pix model 
generator, it can fully extract the time series informa-
tion of the historical images and predict the images in 
the future, which greatly improves the accuracy of the 
pixel-level prediction of the remote sensing images in 
the future, so the predicted spatial and temporal dis-
tribution of cyanobacterial blooms has great reference 
significance; Compared with the pixel-level prediction 
method based on a single ConvLSTM model [26], the 
prediction results of the single ConvLSTM model are 
not clear at the edges, thus leading to a lower validity 
of the spatial and temporal distribution of cyanobacte-
rial blooms at the edges of the water, while this study 
improves the validity of the prediction results of the 
spatial and temporal distribution of cyanobacterial 
blooms by embedding the ConvLSTM into the Unet 
network and using the feature fusion structure in the 
U-Net network, the splicing of features can be used to 

complete the edge features and thus make the predicted 
image edges clearer; Compared with the pixel-level pre-
diction method based on the existing 3D-Pix2Pix model 
[29], the model is difficult to train because the existing 
3D-Pix2Pix model does not provide a targeted treatment 
for the case of gradient explosion in the network, which 
leads to lower stability and efficiency in predicting the 
spatial and temporal distribution of cyanobacterial 
blooms. This study avoids the gradient dispersion or 
explosion caused by cumulative multiplication when 
solving the gradient by adding the residual structure 
to 3D U-Net, improves the robustness of the network, 
and improves the loss function to speed up the conver-
gence of the network, which improves the efficiency 
and stability of the spatial and temporal distribution 
prediction for cyanobacterial water blooms.

• Fig. 24 and Table 9 illustrate that the model proposed 
in this study improves the accuracy and confidence 
of the prediction results.

• In this study, we predict the spatial and temporal dis-
tribution of cyanobacterial blooms by predicting the 
eutrophication level of any location in the lake at the 
future time through pixel-level prediction of remote 
sensing images of water bodies at the future time. By 
referring to the prediction results of this study, we can 
prevent cyanobacterial blooms by only treating the 
areas with high eutrophication levels in the whole lake 
in the future. Since the whole lake does not need to be 
treated, not only the efficiency of treatment is improved, 
but also the cost of treatment is reduced. For example, 
for areas with high eutrophication levels predicted 
for future moments, water exchange can be enhanced, 
local deep water discharge can be carried out to remove 

 
Fig. 25. Spatial and temporal distribution of cyanobacteria bloom on October 27 and December 27.
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nutrients in the area, or mechanical methods can be 
used to carry out local aeration and promote water flow, 
it is also possible to use porous adsorption materials or 
specific adsorbents to adsorb pollutants such as nitro-
gen and phosphorus to achieve the transfer of nutri-
ents in the region, thereby preventing the occurrence of 
cyanobacteria blooms.

6. Conclusion

• In this paper, based on the remote sensing image data 
of chlorophyll-a concentration, a series of pre-process-
ing methods for remote sensing image time series data 
are proposed to improve the existing dataset, and for 
the improved dataset, a new remote sensing image pix-
el-level prediction method is proposed to achieve the 
prediction of chlorophyll-a concentration at the future 
time, and then the eutrophication level of any location 
in the overall water is evaluated according to the results 
of the obtained remote sensing image pixel-level predic-
tion of chlorophyll-a concentration, and the spatial and 
temporal distribution of cyanobacterial blooms is finally 
predicted according to the eutrophication level.

• There are three innovations in this paper: firstly, for the 
problems of non-uniform pixel scale, damaged remote 
sensing images and unequal sampling interval in the 
pre-processing of remote sensing image time series, 
the pixel substitution method for data scale uniformity, 
the attention mechanism Pix2Pix model method for 
image repair, and the linear interpolation method for time 
series filling are proposed respectively to solve the above 
problems; secondly, the pixel-level prediction method of 
remote sensing images based on ACL3D-Pix2Pix model 
is proposed in this study, which improves the problems 
of low prediction accuracy and easy gradient explosion 
or gradient disappearance during training in the existing 
pixel-level prediction; Finally, the existing eutrophica-
tion classification standard for water bodies is not appli-
cable to remote sensing image data, and based on the 
data scale in remote sensing images, the eutrophication 
classification standard for water bodies based on remote 
sensing images is proposed in this study to achieve the 
prediction of spatial and temporal distribution of cya-
nobacterial blooms.

• The experimental results show that the model proposed 
in this study can obtain the prediction results of spatial 
and temporal distribution of cyanobacterial blooms, so 
the model can provide relatively accurate early warning 
for the key areas of cyanobacterial bloom outbreak, and 
carry out targeted treatment for the key areas accord-
ing to the prediction results, which not only reduces 
the waste of resources but also improves the treat-
ment efficiency, promotes the progress of water envi-
ronment resource protection and water environment 
prediction technology, and has a guiding effect on the 
problem of cyanobacterial bloom prediction.

• In addition, it is worth noting that the attention mecha-
nisms constructed in this study are all spatial attention 
mechanisms and channel attention mechanisms, which 
are relatively basic attention models. In subsequent stud-
ies, the above attention mechanisms can be considered 

to be replaced by more complex multi-headed attention 
mechanisms, which can be used to enhance the model’s 
ability to extract features; the outbreak of cyanobacterial 
blooms is also affected by total nitrogen and total phos-
phorus, as well as wind speed and rainfall. However, 
there is a lack of remote sensing image data mentioned 
above. Therefore, in future research, multimodal data 
fusion between remote sensing image data and numer-
ical data can be considered to make full use of the 
existing data for predictive modeling of cyanobacterial 
bloom and water eutrophication level.
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